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generalization, and also reducing the structural and
parametric complexity of models synthesized on their basis.

In the works [13-16] proposed methods of extracting
production rules based on decision trees [13], sets of
associations [14] and negative selection [15]. The
disadvantage of such methods is their serial implementation,
which makes it difficult to use them when solving practical
problems of large dimension. To eliminate this drawback, a
parallel method for production rules extraction based on
intelligent calculations has been developed, using the methods
proposed in [13-16] as a basis. It provides the parallelization
of the most resource-intensive operations of these methods.

For practical use of the parallel method of production
rules extraction, it is necessary to use high-performance
computer systems, such as clusters and graphics processors.
At the same time, in order to effectively use them, it is
necessary at first to estimate the used resources and predict
the outcome indicators [17-19]. This allows rational use of
expensive computer systems to obtain the expected result.

The purpose of the work is a construction of the model
for estimation parallel computer systems resources used to
solve applied problems based on the parallel method of
production rules extraction.

1 PROBLEM STATEMENT

While estimating the amount of parallel system resources
used, the important characteristics that determine
effectiveness of the system application (the speed of obtaining
result # and amount of used RAM Mem) are the following
parameter groups: the technical characteristics of a parallel
system, the parameters of used (mathematical) software and
the characteristics of the applied problem [13-16].

The main characteristics of the system that affect the
time and amount of used RAM of solving the practical
problem are:

— X is a type of system zype (cluster of CPU or GPU);

— xp is a number of processes on which problem is

executed N p;

— x3 is a network bandwidth ¥, Gb/s.

The main parameters of used mathematical software (in this
case, parallel method of production rules extraction [13-16]):

— x4 is number of parallel system nodes o 7, involved
for production rules extraction based on decision trees [13];

— xg is portion of parallel system nodes o 4, involved
for knowledge extraction based on associative rules [14];

— xg is portion of parallel system nodes o 5y, involved for
production rules extraction based on negative selection [15, 16].

As parameters of an applied problem significantly affect
the amount of used RAM and the speed of work of a parallel
system for parallel method of production rules extraction,
we can use:

— X7 is a number of cases Q in a given training sample
observations S;

— xg is a number of features A/ in a variety of observations S.

Thus, to estimate the amount of used recourses of parallel
computer system Vol (operating time () and amount of used
RAM Mem) while executing the method of production rules
extraction, need to build a model of the form (1):

Vol ={t, Mem}=Vollyype, N .V, 0 pr, @ sz, Oys, O, M ), (1)

allowing to execute the prediction of time spent and amount
of RAM used to perform the parallel method of production
rules extraction depending on the characteristics of the
system, the parameters of software and features of solved
applied problem.

2 LITERATURE REVIEW

In the works [13-16] methods of extracting knowledge
in the form of production rules based on decision trees, sets
of associations and negative selection.

Stochastic method of extracting rules based on decision
trees [13] uses the information about informativeness of
features, difficulty of synthesized tree, as well as the
accuracy of his recognition. This allows at the initial stage
to form a set of tree structures which characterized by a
simple hierarchy and a low recognition error, in the search
process to create new sets of solutions, taking into account
information about the significance of features and the
interpretability of generated trees, which in turn provides
the ability to build a decision tree with a small amount
elements (nodes and links between them) and acceptable
accuracy of recognition, as well as the extraction on its basis
the most valuable instances.

The method of numerical associative rules extraction [14]
involves preliminary splitting of values of the features into
intervals (terms), taking into account the width of range of
values and frequency of features falling into each of terms,
uses the stochastic approach for searching various
combinations of antecedents and consequents of
associative rules, uses apriori information about the
significance of the terms and features, that allows to process
numerical information while extracting association rules, do
not realize a substantial number of passages on the given
base of transactions, identify rules with a high level of
reliability and other criteria evaluation of their quality.

The proposed method of the synthesis of production
rules on the basis of negative selection [15] for the case of
the uneven distribution of instances of sample classes uses
known information about instances of sample classes in the
generation of a set of detectors, takes into account
information about the individual significance of features, as
a form of detector uses a hypercube maximum possible
volume, allowing to exclude irrelevant and redundant
features from the sample, thereby reducing the search space
and run time of the method, as well as to form a set of
detectors with high approximating and generalizing abilities.

However, the proposed in [13-16] methods based on
processing data in serial mode, that limits their practical use
because of presence of practical dimension threshold limit
of data processed. In order to enable the processing of high
dimensional data, a parallel method of production rules
extraction has been developed. It is based on [13-16] serial
methods. So, it is proposed to perform in a parallel mode the
most resource-intensive operations of methods associated
with calculating the values of the objective function, creating
new sets of solutions, etc.

For practical application of the proposed method of
production rules extraction based on intelligent calculations,
it is necessary to develop the mathematical and computer
software for estimation the amount of used resources of a
parallel computer system.
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3 MATERIALS AND METHODS

The proposed method [13-16] has been applied in a
cluster of CPU and in the GPU at data processing from a
public repository [20], as well as for solving practical
problems [21-23]. Characteristics of processed data sets
are shown in Table 1.

As a result of data processing [20-23] a training sample
(2) has been formed. It has contained 1032 results of method
execution, each of which has characterized by eight
characteristics:

D=(X,Vol), @
where X={x;, X5, X3, X4, X5, X, X7, Xg }» X; = {X,1, X0 + ., X N =1032,
Vol ={t, Mem} ={{t; ,t5,....t ; } . {memy, mems...,memy}}.

Consequently, the training sample has been formed as
the table of numbers consisting of 1032 rows and 10 columns

containing values of 8 inputs and 2 outputs attributes
(system’s time spent and an amount of RAM used) for each
case of use of this method in a parallel system. Fragment of
the training sample is given in Table 2.

To eliminate the influence of different value orders of features
(attributes) to the synthesized model the normalization of attributes
has been performed, i.e. bringing their range of feature values to
the single interval [0;1].

As a basis for model (1) construction the feed forward neural
network has been used, allowing approximate complex nonlinear
dependencies with high accuracy. Model (1) was synthesized in the
form of a three-layer perceptron [24, 25]. The first layer has contained
four neurons, the second layer — four neurons, the third layer — two
neurons (according to the number of model outputs). All neurons

have had sigmoid activation function qJ(¢). As a discriminant
function of neurons a weighted sum has been used [25].

Table 1 — Numerical characteristics of tasks for parallel method of production rules extraction

Task
No Name M [¢] Features Output parameter
1 Recognition of motor vehicles [21] 16384 10000 integer binary
Diagnosing the quality of life of patients with chronic
2 obstructive bronchitis on the combination of used medicines 95 1023 binary binary
[22]
3 Diagnosing gas _turb_lne aircraft engine blades by the spectra of 10240 318 real binary
free damped oscillations [22]
4 Recognition of the plant types by the spectral points [22] 55 248 real binary
5 Construction of confectionery quality model [23] 43 956 substantéaél p(sc)lata with real
6 Communities and Crime [20] 128 1994 real real
7 Parkinsons Telemonitoring [20] 26 5875 real integer
8 Energy efficiency [20] 8 768 real real
9 Concrete Compressive Strength [20] 9 1030 real real
10 Forest Fires [20] 13 517 real real
Table 2 — Fragment of the training sample
Feature values Vol
type Ny, V Apr a 4R A s (0] M T Mem
0 1 20 0.2 0.3 0.5 318 10240 216.01 25.34
0 10 20 0.2 0.3 05 318 10240 40.98 290.67
0 3 1 0.25 0.40 0.35 318 10240 107.84 83.48
0 7 1 0.25 0.40 0.35 318 10240 52.38 198.25
0 12 20 0.1 0.30 0.6 318 10240 34.15 354.77
0 21 20 0.1 0.30 0.6 318 10240 25.47 521.72
1 140 32 0.2 0.3 0.5 318 10240 69.99 27.33
1 240 32 0.2 0.3 0.5 318 10240 40.83 24.85
1 60 32 0.27 0.3 0.43 956 43 2.56 0.35
1 180 32 0.27 0.3 0.43 956 43 0.85 0.33
26 20 0.2 0.3 0.5 1023 95 0.78 22.75
32 20 0.2 0.3 0.5 1023 95 0.70 28.47
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Thus, a structure of three-layer synthesized neural model
T, can be represented as follows (3):

Vol ={u (31) (¢(3,1) (W(s,l)i llJ(z)))v llJ(3,2)(‘1’(3,2)(“’(3,2)2 U(2) l
Vol ={T,Mem};,

WY(2) = {lIJ (21):V(2,2) ¥ (23): ¥ (2,4 }
W(2k) = lIJ(2,1()(‘1’(2,1\f)(W(2,k);lIJ(l )S k=1234
W) = {lIJ @) W2 Wwa): lIJ(1,4)i

W) =We)\e@) W) X)) 1=1234.

©)

For neural model synthesis and determining of its
parameters (weights and biases of each neuron) normalized
features have been fed into it inputs. The outputs are the
values of parallel computer system’s time spent and RAM
used.

The minimum of mean square error MSE has been used
as the objective function of neural model training. The
acceptable level of mean square error 10 has been
considered.

After substituting of the obtained weighs and biases of
neural network to the (3) and using the activation function
and the discriminant function, the mathematical description
of the synthesized neural network model (4) has been
obtained. It describes the relationship between the
characteristics of a parallel system, in which the method of
production rules extraction is performed, the parameters of
the investigated method, and the time spent and the amount
of RAM used. Graphic interpretation of synthetic model is
shown in Fig. 1. The value of mean square error of the
synthesized model is 1.92 10, which is acceptable for this
sort of problems.
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Figure 1 — Synthesized neural network model
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Thus, the constructed neural network model is a
hierarchical polyalgorithmic structure containing neural-like
computational elements and allows estimating resources
used by a parallel computer system for production rules
extraction while modeling complex objects and processes.

4 EXPERIMENTS

To provide the experimental researches of the proposed
neural network model the following computer systems have
been involved:

— the cluster of Pukhov Institute for Modeling in Energy
Engineering NAS of Ukraine (IPME, c. Kyiv) : processors
Intel Xeon 5405, RAM - 4x2 GB DDR-2 for each node,
communication environment InfiniBand 20Gb/s, middleware
Torque and OMPI;

—GPU NVIDIA GTX 960 1024 CUDA nodes.

During experiments the number of processes involved
Xxovaried from 1 to 32 for clusters and from 60 to 260 for
GPUs. Network bandwidth x5 — from 1 to 20 Gb/s, portions
Apr, GAR’GNS -  from 0 to 1 (at that
Opr + 0 g +0ys =1), number of observations Q and
number of features M — according to Table 1. To perform the
experiments the software, based on C language with the
MPI library [26] and CUDA [27], have been developed.

5 RESULTS

The results of the experiments in cluster with A/=10240;
0=318; apr =0.2; a,z =0.3; ayg =0.5 are shown in
fig. 2 and 3. Solid line demonstrates the actual time spent

and memory consumption during the execution of parallel
method of production rules extraction [13—-16]. Additionally
dotted line displays predicted time spent and memory
consumption while using the proposed model.

The results of the experiments in cluster with A/=1023;

0=95; apr =0.2; a,z =0.3;ayg = 0.5 areshown in fig.4

and fig. 5.
The results of the experiments in graphical processor
with M=10240; 0=318; apr =0.15;

o 4z =0.28; ayg = 0.57 are demonstrated in fig. 6 and 7.
The results of the experiments in GPU with M=1023;
0=95; apyr =02; ayp =0.3;0y5 =0.5 are displayed in
fig.8 and fig. 9.
6 DISCUSSION

The test sample has consisted of 149 experiment results
and included ones of practical tasks solutions in a parallel
system, which have not been included into training set.

Figures 2-8 show task solution time and amount of used
memory which have been calculated with the proposed
model, are a little bit smaller compared to the actual time
spent and the amount of memory used. This is due to a
significant variety of memory and time spent while
synchronizations and transfers of data between the cluster
processors or GPU threads. At the same time, the more
processes or threads has been involved, the more impact of
synchronizations and transfers and the greater the deviation
between actual and predicted time and memory.
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Figure 2 — Actual and predicted time spent in cluster
(M210240; Q=3l8; GDT =0.2 ; GAR =0.3 ; GNS = 05)

146



p-ISSN 1607-3274. PapioenekTpoHika, iHhopmaTuKa, ynpasiHHA. 2017. Ne 1
e-ISSN 2313-688X. Radio Electronics, Computer Science, Control. 2017. Ne 1

450

Memory used, mb
s
(=]

350

300

250

200

150

100

50

Timement. min .

(=

actual
= = predicted

2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

Number of processes

Figure 3 — Actual and predicted amount of memory consumption in cluster
(M=10240; 0=318; O pr =0.2; a4z =0.3;0 g =0.5)

= = predicted

[*]
w
da
wm
-
-4
-]
A=

10 11 12 13 14 15 16
Number of processes

Figure 4 — Actual and predicted time spent in cluster
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Figures 3, 5, 7, 9 give evidence of the fact that GPU uses
significantly less RAM in compare to cluster of CPUs while
execution the parallel method of production rules extraction.
This is because of data sample has been copied to a global
GPU memory which is used by all threads. So there is no
necessity to transfer the data to a local memory of each
thread. Whereas each CPU in a cluster has its own memory
pool which is inaccessible to the other CPUs, hence, each
CPU has to copy a data sample to it’s memory pool.

Mean square error MSE=2.31 1072 calculated for the
amount of used RAM Mem is much lower than
MSE=9.64 102 calculated for time spent T. This follows
from the fact that there are fewer factors which are affecting
to the memory consumption process during the execution
of the discussed method. Also memory consumption is a
better predictable than the computational process.

Generally, both MSE values are in acceptable range,
which allows recommending using the proposed model in
practice.

CONCLUSIONS

The actual task of used resources estimation of parallel
computer system while extracting production rules has been
solved.

Scientific novelty lies in the fact that a model for
estimating the resources of a computer system used when
performing a parallel method of production rules extraction
has been proposed. The model takes into account the type
of computer system, the amount of processors involved to
solving the task and the bandwidth of data transfer network.
Also the model considers parameters of used mathematical
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equipment (the portions of parallel system nodes involved
for production rules extraction based on decision trees,
associative rules and negative selection). The parameters of
solved application task are also taken into account. They are
the number of observations and the number of characteristics
in a given set of data describing the results of observations
of the object or process being studied. The Synthesized neural
model is a polyalgorithmic. It allows estimating two
characteristics of parallel computer system while executing
the parallel method of production rules extraction. They are
the time spent and the volume of memory used.

The practical value of the results obtained lies in the
developed software which implements the proposed model
and allows predicting the time spent and the volume of
memory used of parallel computer system while solving
practice tasks in which the parallel method of production
rules extraction is realized.
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2KaHA. TeXH. HayK, [OLEHT Kadeapy KOMM OTEPHUX CUCTEM i Mepex, 3anopi3bKuil HallioHaNbHUIA TEXHIYHMIA YHIBEPCUTET, 3amopixxs,
YkpaiHa

30-p TexH. Hayk, npocecop, 3aBifyBay kadefpy NPoOrpamMHMX 3acobiB, 3anopi3bkuid HalioOHaNbHWIA TEXHIUHUIA YHIBepCKTET, 3anopixoks, YkpaiHa

MOJIEJb OIIHIOBAHHSA BUKOPUCTOBYBAHUX PECYPCIB KOMIPIOTEPHOI CACTEMHM IIPH BAJOBYBAHHI
HOPOAYKIIMHUX ITPABHUJ HA OCHOBI MAPAJIEJIbBHAUX OBYUCJIEHD

AKTyanbHicTh. PO3rNsHYTO 3agavy BM06YBaHHs MPOAyKLiliHUX NpaBun npy o6pobLi BeNMKMX MacuBiB AaHuX. BupileHo npobnemy ouiHto-
BaHHS PecypciB KOMM’HOTEPHOI cCTeMM NpW BUA0BYBaHHI NPOAYKLUIAHUX NpaBUn Ha OCHOBI NapanenbHMX obumcneHb. O6’eKT [OCNIMKEHHA — npoLec
BNA0OYBaHHA MPOAYKUiiHNX npaBun. MpeaMeT [OCNIAXKEHHS — METOAN NNaHyBaHHS PecypciB MapaneflbHUX KOMMN’tOTEPHNUX CUCTEM.

Mera poGoTu nonsrae B nobyaosi Mogeni OLiHIOBaHHA pecypciB NapanenbHUX KOMN’HOTEPHUX CUCTEM MpU BUA0OYBaHHI NPOJYKUiAHNX
npasun.

Meroa. 3anponoHOBaHO MOZAENb OL|iHIOBaHHSA BUKOPWUCTOBYBAHWMX PECYPCiB KOMM’HOTEPHOT CUCTEMW MPU BUKOHaHHI napanenbHoro MeTogy
BUA00YBaHHA NPOAYKLiiHMX npaBun. CUHTe30BaHa MOAeNb BPaxXOBYE TUM KOMM’IOTEPHOI CUCTEMMW, YMCNO MPOLECIB, HA AKUX BUKOHYETLCS
3afilaya, MPOMYCKHY 3[aTHICTb Mepexi nepefadi AaHWX, NapamMeTpy BMKOPUCTOBYBAHOTO MaTeMaTW4HOro 3abe3nedyeHHs (Y4acTku By3NiB napa-
NeNbHOI CMCTEMU, L0 BMKOPUCTOBYIOTLCSA A8 OTPUMAaHHA NPOAYKLIAHNX NpaBWi Ha OCHOBI fiepeB pilleHb, acoLliaTMBHKUX MpaBWA Ta HeraTms-
HOro Bigbopy, BifNOBifHO), a TaKoX NnapameTpy po3B’sA3yBaHOl NpUKNagHoi 3afadi (KinbKicTb CMOCTEPEXeHb | KiNbKiCTb 03HaK B 3ajaHill
MHOXWHI fjaHuX, WO ONWCye pe3ynbTaTh CrocTepeXxKeHb 3a A0OCNiAKyBaHUM 06°€kTOM abo npouecom). CuHTe30BaHa HelipoMepeXxxeBa Mogenb €
nonianropiTMiyHo, [03BO/MSE BUKOHYBATW OLiHIOBAHHA ABOX XapaKTepucTMK (4acy i 06Cary CnoxusaHoi nam’aTi) napanenbHoi cucteMu npu
BUKOHaHHI MeTofy BWA06GYBaHHS NPOAYKLiAHWX npaBua.

PesyasraTu. PO3p0o671eHo nporpaMHe 3abe3neveHHs, fKe peanisye 3anponoHOBaHy MOfE/b i 403BONSE NPOrHO3yBaTU ANA MapanenbHoi
cuUCTeMM BUTPaYeHUii Yac i 06CAr CNOXMBaHOT Nam’ATi NP BUPILUEHHI NPaKTUYHUX 3aBAaHb.

BucHoBku. [poBefjeHi eKCNepyMeHTV NiATBEPANAN NpaLe3faTHICTb 3anponoHOBaHOr0 MaTeMaTMYHOro 3abesneyeHHs i [03BONMAIOTbL pe-
KOMeHAYBaTW MOro A1 BUKOPUCTaHHA Ha NPaKTWLL Mpu BMPILEHHI 3afa4y 06pOBKM BENMKMX MAcuBIB AaHuX. [epcnekTBy noganbwmx focnif-
XKeHb MOXYTb NONAraTv B CTBOPEHHI napanesibHUX MeTOAiB Bifbopy iHPOPMATUBHUX O3HAK, & TaKOX EKCMeprMEHTanbHOMY AOCAiIKEHHI
3anpornoHOBaHoI Mogeni Ha 6inbWOMY KOMMEKCI MPakTUYHUX 3afa4y Pi3HOI NPUPOAM | PO3MIPHOCTI.

Kuawouosi cioBa: B1bipKa gaHux, napanenbHi 064MCneHHs, OLiHIOBaHHA pecypciB, NPOAYKLUi/HI npaBuna, HelipoHHa Mepexa.
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'KaHf. TexH. Hayk, JOLEeHT Kadeapbl NPOrpaMMHbIX CPEACTB, 3amOPOXKCKMIA HaLMOHaNbHbIA TEXHUYECKUIA YHNBEPCUTET, 3anopoxbe, YkpavnHa

2KaHf,. TexH. HayK, [OLEHT Kadeapbl KOMMbHOTEPHLIX CUCTEM U CETeld, 3aNOPOXCKUIA HaLMOHANbHBI TEXHUYECKUI YHUBEPCUTET, 3arnopoXxbe,
YKpaunHa

3[-p TexH. HayK, npodeccop, 3aBefytoLLMii Kadeapolii NporpaMMHbIX CPeACTB, 3anopoXCKuiA HaLMOHaNbHbIA TEXHUYECKUI YHUBEPCUTET,
3anopoxbe, YkpanHa

MOJEJb ONEHWBAHHS HUCIOJB3YEMBIX PECYPCOB KOMIIBIOTEPHON CHUCTEMBI NIPU W3BJIEYEHHU
NPOAYKIIMOHHBIX MPABHJI HA OCHOBE MMAPAJIJIEJIBHBIX BRIYUCJAEHUIA

AKTyanbHOCTB. PaccMOTpeHa 3afaya U3BNneYeHns NPoAyKLMOHHbIX NpaBua Npu 06paboTke 6ONbLUMX MAcCUBOB AaHHbIX. PelueHa npo-
6nema oLeHMBaHMA PeCYPCOB KOMMbIOTEPHOW CUCTEMbl MPW M3BAEYEHUWN NPOAYKLMOHHBIX MPaBU Ha OCHOBE MapanfienbHbIX BblYMCNEHWIA.
OO6BEKT MccnefoBaHNsA — MPOLLECC U3BMEYEHMS NPOAYKLUMOHHBIX npasun. MpeaMeT nccnefoBaHWs — MeToAbl NNaHWPOBaHMSA PecypcoB napasn-
NeNbHbIX KOMMbIOTEPHBIX CUCTEM.

Ileas paGoThl 3aKNOYAETCA B MOCTPOEHWU MOAENN OLLeHMBAHMA PECYpPCOB NapanfieNlbHbIX KOMMbIOTEPHbIX CUCTEM MNPU U3BNEYEHUN
NPOAYKLMOHHbIX NpaBu.

Mertoa. MpefnoxeHa MoaeNb OLEHNBAHNS NCMOMb3YyeMbIX PECYPCOB KOMMbIOTEPHON CUCTEMbI MPU BbINOAHEHUW NapannenbHOro MeTofa
13BNEYEHMA NPOAYKLMOHHBIX MpaBua. CUHTe3NpPOoBaHHAA MOAE/b YYMTbIBAET TUM KOMMbIOTEPHOW CUCTEMBI, YNCNO MPOLECCOB, Ha KOTOPbIX
BbIMONHAETCS 3ajaya, NPOMyCcKHY0 CNOCOBHOCTb CeTV Nepedayyn AaHHbIX, NapameTpbl MCMONb3yeMOro MaTemMaTMyeckoro obecneveHuns (4onm
Y3710B NapannenbHON CMCTEMbI, UCMOMb3YEMbIX [/ N3BNeYeHUs NPOAYKLMOHHbBIX NMPaBU Ha OCHOBE 1ePeBbEB PeLUEHUI, accoLMaTUBHbIX NpaBui
1 0TpMLaTeNbHOro 0T60pa, COOBETCTBEHHO), @ TaKXe nmapameTpbl peLiaemMoi NpUKnagHol 3agaun (YnMcno HabngeHnn n YNCNo NPU3HaKoB B
3a/laHHOM MHOXECTBE flaHHbIX, OMUCbIBalOLLEM pe3ynbTaTbl HabntogeHnid 3a uccnefyemMbiM 06beKTOM AU npoueccom). CUMHTe3MpoBaHHas
HelipoceTeBas MofeNb ABNSETCA NOMMANTOPUTMUYHON, NO3BONAET BbIMOMHATL OLEHWBaHWe ABYX XapaKTepucTuk (BpeMeHn n obbema noTpebns-
eMoii MamsTK) napannenbHON cMcTeMbl NPY BbINMOAHEHWU MeTOfA M3BNEHEHNS NPOAYKLMOHHbBIX NpaBus.

Pesyabrarsl. PazpaboTaHo nporpaMmHoe obecreyeHue, KOTOPoe peannusyeT NPeAnoXeHHY0 MOfenb U NO3BONSET MPOrHO3MPoBaTh ANs
napannenbHoli cucTeMbl 3aTpayeHHOe Bpems 1 06beM MoTpe6nsieMoii NamaTV MpU pelleHnn NPakTUYecknx 3agad.

BeiBoanl. MpoBefeHHble 3KCNEPUMEHTbI NOATBEPANN PaboTOCNOCOBHOCTb MPEANOKEHHOr0 MaTeMaTU4Yeckoro obecneyeHns U No3Bons-
0T PEeKOMeHAO0BaTb ero /191 MCMOoMb30BaHMA Ha MPaKTVKe Npyu 06paboTke GOMbLIMX MAcCMBOB fiaHHbIX. MepcrneKkTuBbl AanbHelWwmnx nccnefosa-
HWIA MOTYT 3aKNOYaTbCs B CO3A4aHUM MapannefbHbiX METOL0B 0TOOPa MHAOPMATUBHBIX MPU3HAKOB, a TakXkKe IKCMNepUMEHTaNbHOM WCCes0BaHuUM
npesioxXeHHON Mogeny Ha 60/bLUeM KOMMIEKCe MPaKTUYeCKMX 3afay pasHoi NMpUpobl N PasMepHOCTH.

KuroueBble ciaoBa: BbI6OpKa faHHbIX, NapannebHble BbIYMCIEHWS, OLeHMBaHWe PecypcoB, NPOAYKLMOHHbIE NpaBuna, HelpoHHas CeTb.
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