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PARALLEL METHOD OF BIG DATA REDUCTION BASED
ON STOCHASTIC PROGRAMMING APPROACH

Context. The task of automation of big data reduction in diagnostics and pattern recognition problems is solved. The object of the
research is the process of big data reduction. The subject of the research are the methods of big data reduction.

Objective. The research objective is to develop parallel method of big data reduction based on stochastic calculations.

Method. The parallel method of big data reduction is proposed. This method is based on the proposed criteria system, which allows to
estimate concentration of control points around local extrema. Calculation of solution concentration estimates in the developed criteria
system is based on the spatial location of control points in the current solution set. The proposed criteria system can be used in stochastic
search methods to monitor situations of excessive solution concentration in the areas of local optima and, as a consequence, to increase the
diversity of the solution set in the current population and to cover the search space by control points in a more uniform way during
optimization process.

Results. The software which implements the proposed parallel method of big data reduction and allows to select informative features
and to reduce the big data for synthesis of recognition models based on the given data samples has been developed.

Conclusions. The conducted experiments have confirmed operability of the proposed parallel method of big data reduction and allow
to recommend it for processing of data sets for pattern recognition in practice. The prospects for further researches may include the
modification of the known feature selection methods and the development of new ones based on the proposed system of criteria for control
points concentration estimation.

Keywords: data sample, pattern recognition, feature selection, parallel computing, informativeness criterion, stochastic programming
approach.

ABBREVIATIONS N

Vi
CMES is a Canonical Method of Evolutionary Search; investigated at the j-th process;
GMDH is a Group Method of Data Handling;

is a number of control points, which were

MAREF is a Method of alternately Adding and Removing N (iter) is a number of unique sampling points Xe e X,
of Features: estimated in the process of feature selection till the current
MMDCA is a Multiagent Method with Direct Connection ~ iteration izer inclusively;
between Agents; N (XS ) is a number of discrete space points XS ;

MMICA is a Multiagent Method with Indirect

) P is a set of features (attributes) of observations in the
Connection between Agents;

given sample;

PCA is a Principal Component Analysis; . Pgm is a value of the m-th feature (attribute) of the g-th
PMBDR is a Parallel Method of Big Data Reduction. observation:
NOMENCLATURE Q is a number of observations in the given sample of

. . . observations S;

d(xk,xu) is a distance between points x; and 7y, of ) ) . .
Q. is a number of incorrectly recognized observations;

the search space XS;

rand [0;1] is a randomly generated number from the
interval [0;1];
S is a sample of observations (training sample);

d (iter) is an average distance between all solutions on
the current iteration;

Zmi is a m-th coordinate of the k-th solution;

—_—. . V is an informativeness of a feature R
Zmcie 18 the m-th coordinate of the ¢ -th cluster center; (p ”’) Pm

Informy, is an information about the k -th solution; V(xx) is a value of objective function of the  -th

InformLI (Xk) is a flag, which represents presence of solution;

f4 is a value of output parameter of the g-th observation;

solution 7 in the solution set R(iter ): {XI’XZ""’XNX} on T is a set of output parameter values;

the last search iteration jzer; Y is the k -th solution, which corresponds to the k-th

[’?fo”mM(Xk) is a list of methods, which were used for investigated control point Xe; in the search space:

estimation of solution X% ;
M is a number of features in the sample of observations S;
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INTRODUCTION

The investigation of complex technical objects and
processes is connected with the necessity of big data
processing, particularly with the search of feature set which
describes investigated objects and processes in the best
way [1-6]. The elimination of non-informative or
insignificant features for diagnostic and recognition model
synthesis process will allow to reduce model synthesis
time, amount of processed data and complexity of the model
which was built, but also to improve approximation and
generalization abilities of the model [7-14].

As is well known [15-18], feature selection process is a
highly iterative and resource-demanding procedure, which
makes difficult to execute it in practice for solving of the
tasks, where data processing should be performed without
significant time delays (in on-line mode). Therefore the
development of highly productive data reduction methods
based on parallel computing is an actual task.

The object of the research is the process of big data
reduction. The subject of the research are the methods of
big data reduction. The research objective is to develop
PMBDR based on stochastic calculations.

1 PROBLEM STATEMENT

Suppose we have data sample S=<P,T >, which
consists of O observations. Every observation is
characterized by values of input attributes Pg1, Pg2, ...,
Pgm and output parameter {4, where Pgm is a value of
the m-th input
(g=12,.,0, m=1,2,..., M), M is a total number of
input features in the sample of observations S. Then the

problem of informative feature selection can be ideally [1,
7, 19-21] stated as searching for the feature combination

feature of the g¢-th observation

P* from the initial data sample S =< P,T > with minimum
value of the given criterion of feature set quality estimation:

V(P*) = min V(Xe), where Xe is a member of the set XS;
Xee XS

V(Xe) is a criterion of estimation of significance of feature
set Xe; XS is a set of all possible feature combinations,
which are obtained from the initial feature set P.

2 REVIEW OF THE LITERATURE

At present different methods are used for data reduction
by means of informative feature selection. The most
frequently used methods are the following ones.

Method of complete enumeration [1, 2, 7] estimates each

control point Xe from all possible (2M —1) control points

in the search space XS. Because of complete enumeration
of all possible solutions Xe e XS, this method allows to

find solution P*, which has optimal value of objective

function V(P*) = min V' (Xe). As computing complexity
Xee XS

of this method O(ZM) significantly depends on input

feature number A/ of training sample S =<P,T >, this
method can be used for selection of features from small

data samples. It substantially troubles and makes it
impossible to apply this method for possessing of big data
samples.

Heuristic methods [2, 7] (method of sequentially feature
adding, method of sequentially feature removing) use
greedy search strategy, which sequentially add (remove)
features to the current feature set. Such approach is more
simple in comparison with complete enumeration and
demands less computing and time costs. But combinations
of features p*, selected by such methods, are generally

characterized by unacceptable values of optimality criterion

V(P*) , because heuristic methods investigate very limited
areas of search space. As a result feature combinations
have optimal (or acceptable) value of objective criterion
V(P*). Computing complexity of such methods is

proportional to square of feature number )z of input sample

S=<P,T>: O(MZ). Therefore application of such

approach, when features are selected from big data samples,
is also difficult.

Methods of stochastic search are based on application
of probabilistic procedures for processing of control points

Xee XS and generally work with some solution set
R(iter)= {Xl’XQ""’XNX} on every iteration. Every k -th

solution y; € R(iter) corresponds to the k-th control point
Xey, in the search space XS on the investigated iteration

iter © %y —> Xe, . Such methods can use evolutionary,

multiagent or other approaches of computational
intelligence as mathematical basis. Methods of stochastic

search during the given number of iterations [ter process

Iter - Ny control points (where N, is a number of solutions,
which are processed on every iteration of stochastic

search). Therefore computing complexity O(Iter«Nx) of
this approach does not depend directly on number of

features M in the input sample. It allows to apply it for big
data reduction. But such methods are given to recirculation
in the areas of local optima (during search process some
set of control points Yj is concentrated around local
extrema areas). It reduces its application efficiency and raises
search time. Therefore expansion of the investigated areas
of search space XS is based on usage of big number N, on
control points 7y, which are investigated on every iteration.
This approach is not effective too because of the low
diversity of solutions in the set R(iter). Besides usage of

big number of control points NX on every iteration

increases search time.
Approach, which performs ranking of features p,,

according to the values of individual significance V(pm)
regarding output parameter 7', can be used for feature
selection also. Such approach is computationally simple

(its computing complexity is O(M )), but it does not take
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into account interdependence of features. Therefore in
practice when features are interdependent, this approach
doesn’t allow to select feature sets, which have optimal or
acceptable values of criterion of estimation of group

informativeness V/( P*) .

Thus shortcomings of the existing feature selection
methods cause necessity of the development of new
method, which is based on stochastic approach and highly
productive computings and is free from the described
shortcomings.

3 MATERIALS AND METHODS

As was mentioned, application of the known methods
of feature selection in practice for big data processing is
difficult due to high iterativity and big amount of
computings [1-12]. Besides it search strategies, used for
feature selection, are also not enough effective for
investigation of different areas of search space. Thus
greedy strategy, which is used in heuristic methods of
feature selection [1, 2, 7], allows to investigate very small
part of search space, because in such cases well-defined,
determinate action sequence is used, and this sequence
performs very limited analysis of feature space (during

optimization of objective criterion V(P*) small number of

sampling points is investigated). Method of complete
enumeration also applies well-defined action sequence, which
investigates all points of search space, and because of
significant time costs its application is impossible when there

is significant number of features M ininitial set S =< P,T >

In stochastic methods (evolutionary, multiagent, etc.
[1, 7, 12]) strategies, based on probabilistic search and
examination of randomly selected points Xe of search space
XS, are used. It allows to investigate the greater part of
search space in comparison with deterministic methods.
But methods, which use stochastic strategy, are subjected
to recirculation in the areas of local extrema (if local optima
areas are found on some iteration, then solutions are
subsequently concentrated around such areas). Regardless
mechanisms of local extrema leaving (for example, usage of
mutation operator in evolutionary search methods or
procedure of agent restarting in agent-oriented methods of
computational intelligence), concentration of some
solutions (control points) around local extrema areas is
present on the following search iterations too. It reduces
search efficiency (the same areas of feature space are
investigated), raises time of its execution on computing
machine, and in some cases does not allow to find
acceptable solution.

Therefore for elimination of the presented defects in the
developed parallel stochastic method of feature selection it
is proposed to use combination of different strategies of
stochastic search (methods based on evolutionary and
multiagent approaches [7, 12]), which should be implemented
at different nodes of parallel system. Application of different
strategies, based on probabilistic approach, will allow to
significantly extend search space coverage in comparison
with the existing methods [1, 2, 7]. Application of parallel
computings will allow to reduce search time and, as
consequence, raise practical threshold of applicability of
feature selection methods for big data processing.
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In the proposed parallel method of big data reduction
during initialization phase at the main core Pry data
reduction process is started, input data is read from user
(data sample S =< P,T >, parameters of method, etc.).

Then feature selection methods are allotted between
cores Prj,Pry,...,Pryp,_| of computing system, and also

access to the input sample S =< P,T > is passed. At that it
is proposed to apply one core Pryp,_o,Pryp,._; for low
iterative methods (based on decision trees and associative
rules) correspondingly. Between the rest of cores
Pn, Pry,..., Pryp,_3 more complex data reduction methods,
which are based on evolutionary and multiagent
approaches, are uniformly allotted. Then for example, in
the case of system with 24 cores, feature selection methods
are allotted between cores of computing system in the
following way: Pr, — main process, Pry — Prg — feature
selection based on evolutionary search with feature

grouping [21], Pr; — Prj; — feature selection based on
evolutionary method with feature clusterization [22], Pri, —
Pr¢ — feature selection based on multiagent search with
direct connection between agents [23], Pry; — Pry; —
feature selection based on multiagent search with indirect
connection between agents [23], Pry, — feature selection
based on decision trees [21], Pry3 — feature selection based
on associative rules [24].

After that at every node Pr,Pr,,...,Pryp,._ feature

reduction process for the sample S =< P,T > is performed.

To raise space search coverage uniformity during feature
selection, different methods of stochastic search are used
at different nodes of parallel system. For these purposes it
is proposed to use the following methods:

— evolutionary search with feature grouping [21] is
based on usage of prior information about feature
significance during feature selection process. As prior

information for evolutionary search, estimations V(pm)

of individual informativeness of features p,,, which are
calculated at the method initialization stage, are used in
evolutionary operators of crossover and mutation;

— evolutionary method with feature clusterization [22]

as the previous method uses estimations V(pm) of
individual informativeness of features p,, for evolutionary

optimization. In addition to estimations V( Pm ), information
about location of features p,, in observation space is also
used. It allows to group features during search process
and to form control points Xe; using features, which are
located distantly in feature space, eliminating in such a
way combinations with interdependent features from
consideration;

— multiagent method with direct connection between
agents [23] is based on application of agent technologies
of computational intelligence without usage of heuristic
search procedures, applies agent approach for data
exchange, allowing to investigate search space areas with
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perspective control points in more detail. This method can
be efficiently applied for feature selection during
classification model synthesis (when output parameter has
discrete values);

— multiagent method with indirect connection between
agents [23] applies evolutionary operators of crossover
and mutation at agent simulation phase, allowing to
investigate search space more efficiently in comparison
with the known multiagent methods and to reduce search
time. This method allows to select feature combination with
the highest significance when features are interdependent,
is not subjected to recirculation in local optima, does not
use greedy search strategy and does not make additional
demands for objective function shape;

— feature selection method based on decision tress [21]

which estimates informativeness of feature set Xe; using

decision tress which are synthesized during search process.
Method allows to estimate individual and group
informativeness of features p, of training sample
S§'=<P,T > using structure of synthesized tree, performs

phases of addition of root features and tree truncation.
Such method is not highly iterative and resource-
demanding, so it can be applied for finding of combination
of the most significant features, when time and computing
resources are limited, or can use small number of nodes
Pr;, when parallel systems are applied;

— feature selection method based on associative rules
[24] can be efficiently used for informative feature selection

from data samples S=<P,T >, generated based on
transactional data sets D= {ﬂ;Tz,-~-=TND}, where every
(transaction) 7;, j=1,2,.,Np
information about some interrelated events, objects or

element contains

processes. At that transactions 7' j of data set D represent
list from some element set. In the feature selection method
based on associative rules [24] estimation of feature
informativeness V(pm) is performed using information

about interest level of extracted association sets
(associative rules).
During feature selection in the proposed PMBDR

processes Pri, Pry,..., Pryp,._| can exchange signals with
the main process Pry . At that signal Sgn;,, ;7 about completion

of feature selection on the j-th process Pr; is received from
processes Pr,Pry,...,Pryp,_1 by the main process Prp,
when one of the given stopping criteria is satisfied. For such
purposes the following criteria can be used: Crit; —

successful finding of combination of features P*, which
satisfies the given minimal acceptable search conditions (for
example: V( P*) <Viine where V,,;, is a minimal acceptable
value of feature set optimality criterion, which was set by
user at initialization phase); Crit, — maximum acceptable
number of search iterations; Crit; — maximum acceptable

number of objective function value computing. The other
criteria can be also used as stopping criteria.

Signals Sg7,,;7 about the necessity of feature selection
procedure completion on the specific process Fr; are
received by the processes Pn,Pry,...,Pryp,_; from the
main process Pry. Signals Sgnguy' can be forwarded by

the main process in the following situations:

— if signal Sgn;,; about successful search completion,
when criterion Crit; is satisfied, is received from any
process Pri,Pry,...,Pryp,_; . In this case the further search
at the other processes loses meaning, because acceptable

solution is found at the process Prj;

— if signal Sgn;,; about search completion, when

criterion Crity or Crity is satisfied, is received from the set
of processes Pr,Pry,...,Pryp,_; (for example, not less
than from the half of processes Pr,Pr,...,Pryp,_1). In
this case the further feature selection procedure at the
remaining processes is not advisable, because of idle time
of the bigger part of computational system nodes, and
current information is sent from processes

Pn,Pry,...,Pryp,_; to the process Pry;
— if maximum acceptable search time Crit, is reached,
at every process Pn,Pr,..., Pryp,._; current search

iteration is finished and information about set of
investigated control points Xe e XS and corresponding

values of objective function V(Xe) is sent to the main

process.
During information

search process

Inf}, =< Xek,V(Xek)> about points Xe e XS of search
space XS which were investigated at every core
Pr,Pry,...,Pryp,_; is saved. It allows to estimate spatial
location of solutions and its movement during search
process. Besides it, such approach allows not to perform
iterative estimation (calculation of values of objective
function V(Xe)) of solutions Xee XS, which were

estimated on the previous iterations, reducing search time
in such a way.

Processes Pr,Pry,...,Pryp,_; during data reduction
procedure realization can efficiently exchange information

Inf}, =< Xek,V(Xek)> between each other. It allows to

organize parallel search (similarly to island model [6, 7]) at
group of processors, which are used for implementation of
the same feature selection method, and also not to
investigate iteratively control points which have been
already estimated.

When feature selection procedure is finished at the

nodes Pr,Pry,...,Pryp,._;, phase of collection and
distribution of current information about optimization
process is performed. At this phase information InformPr;

about sets of investigated control points is received by

the main process Pry from the processes
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Such
coordinates of control points in search space,
corresponding values of objective function, and also
secondary information about methods, for which these
points were estimated):

Pr,Pry,....,Pryp,_;. information  contains

InformPr; = {Informl sInformy,..., Informyy, ; },

Informy, =<y, V(Xk ), InformLI(Xk ), InformM(xk ) >,

After information InformPr; is received from all
processes Pr,Pry,...,Pryp,_;, it is combined on the main
NP’ . . .
process Pry: Inform = | InformPr ;- It is significant that
J=1
during combination of sets [nformPr 'j situations, when the
same solution Y is presented in different sets, can happen.
In this case list of all methods, where solution Y, took
part, is saved to variable InformM (X k)' Value of objective

function V(Xk) is chosen as the best from estimations,
which were obtained at different processes. Different values
of objective function V(X k) for the same point Y of search

space can appear, because of general usage of errors of
models, which were built based on feature set, which
corresponds to the point Xk, as objective function. At that
artificial neural networks or other models of computational
intelligence, can be used as such models. Training of such
models is performed using probabilistic procedures,

explaining possible differences in estimations V(Xk) for

the same values of X.
After information [nformPr; about sets of investigated

control points Y is received, its concentration is estimated

for the current solution set R(iter): {Xl’er-wX NX} around

local extrema v,,. (iter) at the main process Pr.
Calculation of estimations of solution concentration around
local extrema Vv, (iter) is performed for the purpose of

defining of uniformity of coverage of search space XS during
feature selection process. If there are situations when the
majority of solutions Y is grouped in small areas of local
optima, it is proposed to add extra control points, located

outside of local extrema, to new solution set R(iter+1).

For estimation of solution concentration V. (iter) the

current solution set R(iter): {xl,xZ,...,xNX} should be
divided groups
Cl(iter):{Cll,Clz,...,ClNCl}, depending on its spatial

location. For this purpose well-known cluster analysis
methods should be applied [7].

Then for estimation of solution concentration around
local extremum, the following criteria are calculated:

into (clusters)

1) average distance dC (Clc) between solutions in the
specific cluster (1):

64

) lct] e
dc(cl.)= d cl
e & e et =

where distance d(xk,xu) between points y; and y, of

the search space XS , which belong to the cluster C/,, is
calculated using expression (2):

1

M
Z|gmk_gmu 5 )

m=1

2) dispersion DC(CI,) of the solution 7, within the

cluster CI,. represents average distance from the center

Z to solutions Y, belonging to the cluster CI. (3):

1 —
DC(Cl,)=—— Zd(xk,xc), 3)
|CZC| %k €Cl.

where distance ¢ (X k»Z) between solution 7y, and center

of the c¢-th cluster Xc=ig1Clc:g2Clc""agMClc} is
calculated using expression (4):

d(Xk:Xc):\/%(gmk_nglc)z , @)

m=1

where the m -th coordinate g, . of the c-th cluster center

is calculated using formula (5):

1
EmCle =177

DSk )

|Clc| Xk eClc

The lower values of the criteria dC(Clc) and DC (Clc)
corresponds to the higher grouped solutions, located in
the c-th cluster CI,;

3) average cluster distance dC(iter) between solutions
on the current search iteration jter (6):

Ng
> |t lac(ct.) Ne
dCliter)= = —————=—"|CI |dC(CL.). (6)
Cl % c=1

2 ||
c=1

Criterion dC(iter) characterizes average distance
between different control points on the current iteration
iter within central cluster;

4) average cluster dispersion DC (iter) of solutions

on the current search iteration jter (7):

1 Na
DC(iter)= N— > |ct|pe(ct,). )
% c=1
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The lower values of the criteria dC (iter) and DC (iter)
corresponds to the solutions (control points), which are higher
grouped around local optima on the current iteration jzer;

5) coefficient of solution concentration on the current
iteration (8):
dcC (iter) 8)

Veone (iter) = d(iter)

where average distance d (iter) between all solutions on
the current iteration is calculated using expression (9):

N, N,

d(iter) = —(—l)z Zd Yoo X b XX € Rliter) . (9)

k=lu=k+1

Using estimates of solution dispersion DC(iter) ,

coefficient of solution concentration on the current iteration
can be calculated using expression (10):

DC(i[@i’) , (10)

Veone (iter) = D(iter)

where dispersion D(iter) of solutions on the current
iteration can be calculated using expression (11):

1 M -
Dliter)=—¥ dlts 1), (11)
Ny ka1
where distance d(st%) between solution % ; and central

solution i on iteration jter is calculated using expression (12):

M

S (emi - 2n) | (12)

m=1

d(sti):

where m-th coordinate aof central solution i is

calculated using expression ( 13):

=—ngk (13)
X k=1

Value of criterion vconc(iter) belongs to the interval

(0;1). The closer the value of this criterion is to 1, the lower

grouped solutions are (correspondingly, search space is
covered by control points in more uniform way). The values

of criterion V. (iter), which are close to zero, evidence
significant solution concentration around local extrema.
6) maximum number of control points y; € C/., grouped

within one local extremum (in the area of the cluster Cl.):

Nmachl(iter): max (ICZCD- (14)

=4, Ny
The bigger value criterion Nmach,(iter) has, the
bigger number of solutions is grouped within one local
extremum and correspondingly the lower location uniformity
solutions have in the search space XS on iteration jter .

When decisions about excessive concentration of
control points around some areas of local extrema are made,

it is proposed to use integral criterion V., (iter) and also

criterion N oy Ne/ (iter) of maximum number of control

points 7y € Cl., which are grouped within one local

extremum, in the developed data reduction method.
If even one criterion has value which is over the given threshold

(v cone (iter) >V concThr O Nmax Net (iter) > Nmax Neihr ) the
decision about excessive concentration of control points within
local extrema areas is made. It is proposed to add extra control

points R(iter + l) , which are located outside of local extrema,

to the current solution set to raise uniformity of search space
coverage. The number of extra control points is proposed to set

equal to the number of solutions in the set R(iter).

For this purpose average values 5 of m-th

coordinates of central solution i are calculated using

expression (13). Values 5 demonstrate local

concentration of solutions in projection of m-th feature

axis. The closer the value 5 is to 1, the bigger the number
of solutions 7y characterizes m -th feature as informative.
Similarly when 5 — 0, m-th feature is considered as non-

informative in solution set R(iter): {Xl,X2,~-~,XNX}.

Then using calculated values 5 and randomly generated

numbers mnd[O;l], new solutions 7, = {gla,gza,...,gMa}

should be found. m -th coordinate g,,, of these solutions
can be calculated using expression (15):

1, rand[0;1]> g,
0, rand[O;l]S 5 (15)

Ema =

Thus m-th coordinate g,,, of new control point %,
will have bigger probability of possessing the value

o =b, if lower number of solutions 7; in the set

R(iter)= {Xsz,.--,XNX} has the same value of the m-th

coordinate. Such approach will allow to generate new
solutions 7, , which are significantly distant from the

current solution set R(iter): {Xsz,.-.,XNX}, in such a

way reducing solution concentration during data reduction
process and raising uniformity of search space coverage.

It is proposed to use prior information on individual
informativeness of features, in such a way allowing to
secure values of the m -th coordinates, corresponding to
the features and having significant effect on output
parameter values. For this purpose at the initialization stage
it is proposed to calculate values of individual

informativeness V( pm) of features p,, , which characterize

correlation between feature p,, and output parameter 7.
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Values of pair correlation coefficient, feature entropy, sign
correlation criterion can be used as estimates of V(pm) [7,
21]. If prior information on individual significance of features

is used, expression (15) can be modified in the following way:
g, = 1, rand[_ 1;1]> (gm _V(pm ))’
"o, rand 1)< (g -V (py) 1O

Such approach allows to raise probability of generation
of new solutions %, with genes g,,,, corresponding to

the highly informative features p,,. At that probabilistic

approach maintains possibility of generation of solutions
%a » Which are remotely situated from the current set of

control points R(iter)z {Xl,Xz,m,XNX}.
After the generation of the necessary number of

additional control points Y, , sets R(iter): {XI’XZ’""X NX}
and Ra(iter): {Xul’XuZ""’XaNx} are united into the set

Rliter+1).
After that data reduction procedure is restarted at the

nodes Pr,Pr,...,Pryp._1. At that new initial sets of
solutions Rj(iter+1) for the corresponding feature
selection methods are formed based on the set R(iter+l).
The sets R; (iter+1) are formed at the nodes Pr; in the

following way. At the beginning solutions Xesi,; with the

highest values of objective function
V(Xelit, j)= max (V(x k)) on the previous iteration are
XkeRj(iter)

selected. Thus elite solutions Yesi¢,; with the best values
of objective function J/ are automatically transferred into

the next population R; (iter + 1), enabling usage of results

which were got on the previous iterations and approaching
of new initial search points to optimal ones. Number of
elite solutions Xejit,j, which are automatically transferred
into the next search iteration, is set by user at method
initialization stage, and generally is equal to 2—5% of total
number of solutions, which are used at the separate node
of computation system. Then solutions y,; are randomly
chosen from the set R(iter+1). The overall number of
solutions is set according to the requirements of feature
selection method, which is used at the j-th node Pr; of
computation system.

It is significant that besides the values of coordinates
of control points 7, mathematical support, which is used
at nodes Pr;, has access to information about all solutions
which were estimated earlier and its corresponding values
of objective functions <XkaV(Xk)> , allowing to avoid

recurrent estimation of solutions which were estimated
earlier and to reduce search time.
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Then using initial sets of control points R j (iter +1) at
the nodes Pri,Pr,,...,Pryp,_|, data reduction procedures

are realized.
The described process should be continued till one of

the following stopping criteria will be achieved: Crify —

successful finding of combination of features P*, which
satisfies the given minimal acceptable search conditions;

Crits — exceeding of total maximum permissible search time

on the parallel system; Crity — maximum permissible
number of restart of data reduction procedure at the nodes
Pl”l,Pl”z,...,Pi"NPr_l .

Thus the proposed PMBDR proposes to use different
strategies of stochastic search, based on evolutionary and
multiagent approaches and realized at different nodes of
parallel system. Usage of different strategies, based on
probabilistic approach, allows to considerably extend
coverage of search space. It is proposed to add control
points, which are located outside of local optima, to the
current solution set in the proposed method for raising of
search space coverage uniformity during search process.
Application of parallel computing in the proposed method
makes it possible to reduce search time and, as
consequence, to raise practical threshold of feature
selection methods applicability for big data processing.

The criteria system, which enables to estimate
concentration of control points around local extrema, was
proposed. Calculation of solution concentration estimates
in the developed criteria system is based on the spatial
location of control points in the current solution set. The
proposed criteria system can be used in stochastic search
methods to monitor situations of excessive solution
concentration in the areas of local optima and, as a consequence,
to increase the diversity of the solution set in the current
population and to cover the search space by control points in a
more uniform way during optimization process.

4 EXPERIMENTS

For experimental investigation of the efficiency of the
proposed method application for feature selection and
pattern recognition problems solving, the vehicle
recognition task [21], which is characterized by the data
sample containing 10000 observations, was used. Every
sample observation presents vehicle image and is formed
by values of 26 features and 1 output parameter which
defines, if observation belongs to the considered class.

At the beginning of the pattern recognition problem
solution process concerning the considered task, feature
selection methods were applied. These methods allowed
to get informative feature set, which was considered as the
most informative. It allowed to solve feature selection
problem on the one hand, and on the other hand to select
informative feature set, which then was used for model
synthesis realization. Every such model was then used for
vehicle recognition based on the classification with two
classes: if observation belongs to the corresponding class
(motorcyclist, passenger car, truck, bus, minivan or an
object which is not recognized) or no. That is totally 5 such
models were synthesized.
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The following methods besides PMBDR, proposed in
the paper, were considered as feature selection methods:
PCA, GMDH, CMES, MARF, MMICA, MMDCA.

Let’s consider criteria, which were used for investigation
of the obtained results of feature selection problem solution.

Number of features &, which formed informative feature
set, was considered as basic estimation criterion. Taking
into account that the problem was solved for 5 variants of
the problem statement separately, the number of selected
features was presented as rounded average value, as well
as interval of these values (minimum and maximum values,
that is the lowest and the largest cardinal number of the set
of informative features selected as a result of the
corresponding method application).

Taking into account shortcomings which should be
eliminated in the proposed method, it is necessary not
only to estimate obtained results for the given conditions,
but also to estimate the depth of coverage of search space

XS . Therefore the corresponding criterion

V Deep (iter , XS ) should be calculated using expression (17):

. _ Niter) 17
vDeep(zter,XS)——N(X ) . (17)

As a set XS presents collection of all possible feature

combinations p,, (m=1,2,...,, M), obtained from the

initial feature set p (|P| =M ), quantity N (iter) can be
calculated in the following way (18):

N(x8)=|xs|=2M -1. (18)

The number of unique sampling points, estimated on
the current iteration, can be considered as alternative to
the criterion presented above. It makes possible to
demonstrate convergence of the method in absolute
representation and in particular to compare it with methods,
which are characterized by finding of local optima instead
of global ones.

The results of the feature selection phase directly
influence on the quality of pattern recognition solutions,
therefore the following criteria were set as investigation
criteria for the obtained pattern recognition problem
solutions:

— recognition error £, which is defined in the following
way:

Q.
E =i (19)
0

— method operating time 7, which is needed by method
to achieve an acceptable solution.

The software based on the proposed method was
written in C language using MPI and CUDA libraries: data
exchange between the core and the rest of the cluster nodes
was performed using multiple MPI exchange functions
(Bcast, Gather, Scatter, Reduce).

For realization of parallel computing in experimental
investigation, hardware of Software Tools Department of
Zaporizhzhia National Technical University was used.

For investigation of PBMDR, evolutionary search with
feature grouping, multiagent method with indirect and direct
connection between agents and also method of feature
selection based on associative rules were used at different
nodes of parallel system as the most suitable for the
considered task solving based on the preliminary
comparison.

5 RESULTS

Table 1 presents results of informative feature set
selection based on feature selection methods, expressed
as interval and average value of cardinal number of such
set (for alternatives of the forecasted recognition class).

Table 1 — Number of features which were selected by feature
selection methods during vehicle recognition

Feature Values of comparison
Ne | selection criteria

method Konin Kinax K
1 [PCA 12 13 12,4
2 |GMDH 11 12 11,2
3 |CMES 10 11 10,4
4 |MARF 11 13 12,2
5 |MMICA 10 11 10,2
6 |[MMDCA 10 11 10,4
7 |PMBDR 10 11 10,2

The dependence of number of unique sampling points
on the current iteration number for CMES is presented in
the Figure 1.

The analogous presentation of the number of unique
sampling points, investigated on the current iteration, for
MMDCA is showed in the Figure 2.

The change of unique sampling points number during
execution of parallel method of big data reduction is
presented in the Figure 3.

In the Figure 4 the diagram, which presents distribution
of vehicle recognition error level during investigation of
pattern recognition problem depending on the feature
selection method which was applied on the corresponding
stage, is presented.

The diagram, which presents ratio of vehicle recognition
operation time on application of different feature selection
methods, is presented in the Figure 5.
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Figure 1 — Graph of dependence between number of unique
sampling points and number of CMES iteration
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6 DISCUSSION the depth of search space coverage using parallel

The results of experiments, shown in the Table 1,
demonstrated that the set with the lowest number of
informative features was selected by MMICA and PMBDR
(10.2 on average). MMDCA and CMES were characterized
by almost the same set (10.4).

Figures 1-3 show the dependence of the search space
coverage depth on the current iteration number for 3
methods with the best recognition results (Table 1,
Figures 4-5).

As can be seen from the Figure 1, during CMES
execution process high initial values of search space
coverage decrease rapidly (2.36 times during 30 iterations),
leading to shortcoming when significant coverage of the
search space is implemented only at the initial stage, so
almost half of iterations is performed over a set of unique
points that cover only 15% of the search space. At the
same time the initial coverage of the search space does not
decrease significantly after iteration set is repeated, that is
the repeated implementation of iterations begins with almost
the same set of unique points (33-35 %).

Fig. 2 demonstrates the same presentation of the search
space for MMDCA. In this case, there is no quick reduce
of the number of unique points as it was in the evolutionary
search (search space coverage is decreased till 15% during
3/4 of iterations). However, this method leads to the
following situation: when iteration set is repeated, the initial
coverage of the search space is constantly reduced, and
more than 30% of unique points is considered only during
the first 27 iterations, leading to the fact that at the last
stage of this method implementation a small set of points
(compared with initial set) is considered.

PMBDR (Fig. 3) actually allowed to inherit positive
characteristics of search space investigation obtained by
the methods considered above. Besides it PMBDR extends
these advantages, adding extra control points. To represent

computing additional indicator, relative time, was used. It
is caused by the fact, that realization of iterations of
different strategies at different nodes of parallel system
lasts different time, and so it is necessary to normalize this
presentation for illustration of overall coverage of search
space. The relative time is expressed as a percentage ratio
of current time to total running time of the entire parallel
system.

As can be seen from the Figure 3, when iteration set is
repeated, the initial search space is comparable each time
(34.5-37.2 %). If realization of each such repetition is
considered separately, it is noticeable that the coverage
depth does not reduce as quickly as in the evolutionary
search, as a result reducing probability of falling into local
optima. Every repetition of iteration set ends with reduction
of search space depth to 0, because computations on the

main core Pr, are realized at that period of time, thus search

is not performed.

The results of vehicle recognition problem solving
(recognition error and execution time), presented in the
Figures 4 and 5, demonstrated, that the best values
corresponded to the PMBDR, proposed in the paper.

The developed method allowed to get recognition error
of 0.0178, which is 8.2% and 12.3 % more accurate than
MMDCA and MMICA correspondingly, 19.8% more
accurate than CMES. Thus the best recognition results in
terms of accuracy were demonstrated by the methods, which
selected feature sets with the lowest cardinal number for
the given task.

At the same time, the proposed method proved to be
the best in terms of execution time, the value of which was
612 sec. PCA demonstrated comparable speed of work: it
has performed recognition process 6 sec. faster. However,
its recognition error was almost 2.5 times higher than
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recognition error of the proposed method. The next result
in these terms showed MARF, which made it possible to
perform recognition 3.7 times slower than the proposed
method, but was characterized by the largest (among the
considered methods) recognition error (0.0484). MMDCA
and MMICA, having recognition error which is comparable
with the proposed method, realized recognition 17.24 and
16.89 times slower.

Thus it can be argued that the proposed parallel method
of large data reduction allows to effectively solve the
informative features selection problem, which leads to an
effective solution of the problem of pattern recognition,
besides in comparison with the other methods of informative
feature selection the proposed method is implemented faster
with the lowest recognition error.

CONCLUSIONS

In this paper the actual task of automation of feature
informativeness estimation process in diagnostics and
pattern recognition problems was solved.

Scientific novelty of the paper is in the proposed parallel
method of big data reduction. This method is based on the
proposed criteria system, which allows to estimate
concentration of control points around local extrema.
Calculation of solution concentration estimates in the
developed criteria system is based on the spatial location
of control points in the current solution set. The proposed
criteria system can be used in stochastic search methods
to monitor situations of excessive solution concentration
in the areas of local optima and, as a consequence, to
increase the diversity of the solution set in the current
population and to cover the search space by control points
in a more uniform way during optimization process.

Practical significance of the paper consists in the
solution of practical problems of pattern recognition.
Experimental results showed that the proposed method
allowed to select informative feature set and it could be
used in practice for solving of practical tasks of diagnostics
and pattern recognition.
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'Kan/1.TexH.HayK, JJOLEHT, JOLEHT KadeApy MporpaMHuX 3aco0iB, 3anopi3bKuii HAL[IOHAIBHAH TEXHIYHHUI YHIBepcHTeT, 3amopixoks, YkpaiHa

2J1-p TexH. Hayk, npogecop, 3aBixyBad Kadenpy mporpaHux 3acobiB, 3amopi3bKuii HAaI[lOHAIBHUN TEXHIYHHIT YHIBepcHTET, 3amophKKs,
Vkpaina

*KaH/1.TeXH.HayK, JOLEHT, HOLEHT KadeapH IporpaHux 3aco0is, 3anopi3bkuii HalioHaIbHUI TeXHIYHMIT yHIBepcuTeT, 3anopboks, Ykpaina

“KaHj. TexH. HayK, JOLEHT, JOLUEHT Kadeapu KOMII'IOTEPHHX CHCTEM Ta MEpex, 3allopi3bKuil Hal[ioHANbHHIl TEXHIYHHIl YHIBEpCHTET,
3anopiioks, Ykpaina

*AcmipanT xadeapu nporpaHux 3aco0iB, 3anopi3bkuii HaliOHANBHUIT TEXHIYHUIH yHIBepcHTeT, 3anopixoks, Ykpaina

MAPAJIEJIbHUI METO/I PEAYKIIT BEJTUKUX TAHUX HA OCHOBI CTOXACTUYHOI'O ITPOT'PAMYBAHHS

AKTyanbHicTb. BupimeHo 3azauy aBromaTusauii 3ajjaya apToMaTU3aLii IpoLecy peayKiii BEIUKUX JaHUX IPH AIarHOCTYBAaHHI Ta po3-
ni3HaBaHHI 00pas3iB. O6’€KT TOCIIHKEHHS — IPOLeC peNyKIil BeNMKUX JaHUX. [IpeaMer ToCiipKeHHS — METOAN PEeNyKIii BEUKUX JaHUX.

Meta po0oTH 110JTa€ B CTBOPEHHI ApaseIbHOrO METOLY PEAYKIIii JaHHX HA OCHOBI CTOXaCTUYHHUX OOUHCIIECHD..

MeToza. 3arponoOHOBaHO MapaneabHU METO peNyKIil BeMUKHX JaHuX. JlaHuil MeToJ] IDYHTY€EThCS Ha 3aIIpOIIOHOBAHIH cHcTeMi KpuTepiis,
110 J103BOJIAIOTH OLIHIOBATH KOHLIEHTPOBAHICTh KOHTPOJILHUX TOUOK OJIM3bKO JIOKAJIbHUX eKCTpeMyMiB. OOUMCIEHHS OLIHOK KOHIIEHTPOBAHOCTI
pillleHb B po3po0IeHii cucteMi KpUTepiiB 3aCHOBaHE Ha IPOCTOPOBOMY PO3TAIIyBaHHI KOHTPOJIBHUX TOYOK B IOTOYHIH MHOXUHI PilllE€Hb.
3anpornoHoBaHa CUCTEMA KPUTEPIiB MOXK€ BHKOPUCTOBYBATHCS B METOAAX CTOXACTHYHOTO IOIIYKY IS BiJICTEXKEHHS CHUTyalil HaaMipHOi
KOHIIEHTpALil pilliecHb B OOJACTAX JIOKAIBHHUX ONTHMYMIB, i, SIK HACHIMOK, JUISA MiJABUINCHHS PI3HOMAHITHOCTI MHOXXMHH DIIlICHb B HMOTOYHIN
nomyIsnii 1 GBI pIBHOMIPHOTO IOKPUTTS MPOCTOPY MOIIYKY KOHTPOJIBHUMHU TOYKAMHU B IIPOLIECI ONTUMI3aLil.

Pe3yabTaTu. Po3pobieHo nporpamue 3abe3neueHHs], sike peajizye 3alpolOHOBAHUN MapanelbHUi MeTol pemyKLil BeIMKHX JaHUX 1
JI03BOJIsIE BUKOHYBATH BiOip iH(OPMATHBHUX O3HAK i CKOPOUEHHSI BEIUKHUX BHOIPOK JaHUX IPH CUHTE31 PO3IIi3HABAILHUX MOJETIEH.

BucHoBku. IIpoBesieHi ekciepuMeHTH MIATBEPIUIN PALE31aTHICT 3aIIPOIIOHOBAHOIO NapaleIbHOIO METOY PEAyKLIl BEMUKHUX AAaHMX 1
JIO3BOJISIIOTH PEKOMEHyBaTU HOTO JUIsl BAKOPUCTAaHHS Ha IPAKTHULI IpH 00po01i MacHBIB BENUKUX JaHUX IS pO3Ii3HaBaHHA 00pasis. [lepcrek-
THBM MOAANBIINX JOCIIIKEHb MOXYTh IIOIAraT B Moau(ikalii icHyrouHX i po3poOKH HOBUX METOAIB BiIOOpY O3HAK Ha OCHOBI po3pobiieHOl
CHCTEMH KPHTEpIiB OLIHIOBAHHS KOHLIEHTPOBAHOCTI KOHTPOJIBLHUX TOYOK OJIM3BKO JOKAJIBHHX EKCTPEMYMIB.

Kuouosi ciioBa: Bubipka naHux, po3misHaBaHHs 00pa3iB, BinOip 03HaK, apaieibHi 004nCIeHHs, KpUTepiil iHpopMaTUBHOCTI, CTOXaCTHY-
HUU TDiaXiz.

Oneiinnk A. A.', Cy66orun C. A%, Jlekun B. H.3, Winbsimerko M. b.%, Braromapes A. 10.°

'KaHzx. TexH. HayK, JOLEHT, JOLEHT KadeApbl IPOrPaMMHBIX CPEACTB, 3alOPOKCKUIT HALMOHAIBHBI TEXHHUYECKHUIl YHUBEPCHTET,
3anopoxbe, YkpanHa

2JI-p TexH. HayK, mpodecoop, 3aBeAyronui Kaeapoil MPOrpaMMHBIX CPEACTB, 3aMOPOKCKHUIL HALIMOHAIBHBIN TEXHUIECKHIl YHUBEPCHTET,
3anopoxbe, YkpanHa

*KaHz. TeXH.HayK, DOLEHT, TOLUCHT KaeApbl MPOrpaMMHBIX CPEACTB, 3aIOPOXKCKHH HAI[MOHAIBHBIN TEXHHYSCKHH yHHBEPCHTET,
3anopoxbe, YkpanHa

“KaHz. TeXH. HayK, JOLEHT, JOLUEHT KadeApbl KOMIIBIOTEPHBIX CHCTEM H ceTeil,3all0pOKCKHIil HALMOHAIbHBIH TEXHUYECKHIl YHHBEPCHTET,
3amopoxbe, YkpanHa

*AcnupaHT Kadeapsl MPOrpaMMHBIX CPE/CTB,3aOPOKCKUH HAIMOHAIBHBII TEXHUYCSCKUH YHUBEPCUTET, 3al0pOKbe, YKpaHHa

MAPAJIEJIBHBIA METO/ PEAYKIMU BOJIbUINX JAHHBIX HA OCHOBE CTOXACTHYECKOI'O ITPOT'PAMMHMPO-
BAHUSA

AKTyaJbHOCTb. Pemena 3aada aBToMaTH3aUU IpoLiecca PeAyKIHH GONBIINX TaHHBIX IPH JHATHOCTHPOBAHUU U PAaCIO3HABaHUH 00pa-
30B. OOBEKT HCCIIEIOBAHUS — MIPOLIECC PEAYKINH OONBIINX JaHHBIX. [IpeqMeT HccnenoBaHus — METOBI PELYKIUH OOBIINX TaHHBIX.

Iesab paGoThl 3aKII09aeTCA B CO3AAHUH apAJLIEIBHOTO METONA PEIYKINH TaHHBIX HA OCHOBE CTOXAaCTUYECKUX BBIYUCIICHHI.

Mertoa. IIpennoxeH napamwienbHbIi METO peayKIMH OOIBIINX TaHHBIX. JJaHHBIH METO/ OCHOBBIBACTCA Ha NIPEJI0KEHHOI CHCTEME KpHTe-
pHEB, O3BOJLIONMINX OLCHHBATh KOHIICHTPHPOBAHHOCTD KOHTPOJIBHBIX TOYEK OKOJIO JIOKAIBHBIX SKCTPEMyMOB. BprncieHre oleHOK KOHIICHT-
PHPOBAHHOCTH PEIICHHH B pa3pabOTaHHOH cHCTeMe KPHTEPHEB OCHOBAaHO Ha NPOCTPAHCTBEHHOM PACIOJOKEHHM KOHTPOIBHBIX TOYEK B
TEKyIIEM MHOXECTBE pereHui. [IpenoxenHas cucTeMa KPHTEPHEB MOXKET HCIIONb30BaThCA B METOIaX CTOXaCTHYECKOTO ITOMCKA IS OTCIIEKH-
BaHUA CHTYAIHil Ype3MepHON KOHIIEHTPAIMH PELIeHNH B 00IaCTAX JOKaIbHBIX ONITUMYMOB, U, KaK CI€JCTBHE, I HOBBIICHHS Pa3HOOOpa3Hs
MHOXXECTBA PEIICHUH B TeKyIIell IOMyIIHU U Oonee paBHOMEPHOTO IMOKPBITHS IIPOCTPAHCTBA IIOMCKA KOHTPOIBHBIMU TOUKAMHU B IIpOIIECCe
ONTHMHU3ALHH.

PesyabTathel. Pa3paboraHo mporpaMMHOe oOecIedeHne, KOTOpoe Peatu3yeT MpeIIoKeHHBIH IapauIebHbI METON PeAyKIUH OONBIINX
JaHHBIX U [O3BOJIAET BBIIONHATH 0TOOP HH(POPMATHBHBIX IPU3HAKOB M COKpAIIEeHHE OOIBIINX BEIOOPOK JAHHBIX IIPH CHHTE3€ PACIIO3HAIOIINX
MoJeNe.

BeiBoabl. IIpoBeneHHbIC SKCIIEPUMEHTH! HOATBEPAMIA PAOOTOCIOCOOHOCTD MPEIIOKEHHOTO NapajUIeIbHOr0 METOa PELYKIUH OONBIINX
JAHHBIX U II03BOJIIOT PEKOMEHIOBATh €ro JJI HCIOIb30BaHMA Ha PAKTHKE IPH 006paboTKe MacCHBOB OONBIINX JAHHBIX JUIL PACIO3HABAHU
006pa3zoB. IlepcreKTHBB! NaIbHEHIINX UCCIENOBAaHHI MOTYT 3aKIIOYATHCA B MONHGHKAIUM CYMIECTBYIOIIUX M Pa3pabOTKH HOBBIX METOZIOB
0T60pa IPH3HAKOB HA OCHOBE Pa3pabOTaHHOI CHCTEMBI KDHTEPHEB OLICHHBAHNUS KOHIIEHTPUPOBAHHOCTH KOHTPOJIBHBIX TOUEK OKOJIO JIOKAIbHBIX
3KCTPEMYMOB.

KiroueBble c10Ba: BHIOOpKA JaHHBIX, PACIIO3HABAHKE 00pa30B, 0TOOp IPU3HAKOB, IapaUIeIbHbIE BEIYUCICHHS, KpHTEpHH HH)OpMATHB-
HOCTH, CTOXaCTHYECKUH MOIXOI.
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