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ABSTRACT

Context. Nonlinear nonstationary processes are observed today in various fields of studies: economy, finances, ecology, demography etc. Very often special approaches are required for model development and forecasts estimation for the processes mentioned. The modeling methodologies have to take into consideration possible uncertainties that are encountered during data processing and model structure and parameter estimation.

Objective. To develop a modified methodology for constructing models for nonlinear processes that allows for achieving high quality of forecasts. More specifically heteroscedastic processes are considered that create a wide class of nonlinear nonstationary processes and are considered in many areas of research.

Method. To reach the aim of the study mentioned the following methods are used: systemic approach to model building and forecasting, modified methodology for modeling nonlinear processes, methods for identification and taking into consideration possible uncertainties. To cope with the structural uncertainties following techniques: refinement of model order applying recurrent adaptive approach to modeling and automatic search for the “best” structure using complex statistical criteria; adaptive estimation of input delay time, and the type of data distribution with its parameters; describing detected nonlinearities with alternative analytical forms with subsequent estimation of the forecasts generated.

Results. The proposed modified methodology for modeling nonlinear nonstationary processes, adaptation scheme for model building, new model structures proposed. As a result of performing computational experiments, it was found that nonlinear models constructed provide a possibility for computing high quality forecasts for the process under study and their variance.

Conclusions. Application of the modeling methodology proposed provides a possibility for structural and parametric adaptation of the models constructed with statistical data. The models developed exhibit acceptable adequacy and quality of short-term forecasting.

KEYWORDS: nonlinear nonstationary processes, systemic approach to modeling, structural and parametric adaptation, combined models, uncertainties in modeling and forecasting.

ABBREVIATIONS

ACF is an autocorrelation function;
AIC is an Akaike information criterion;
AR is an autoregression;
ARCH is an autoregressive conditional heteroscedasticity;
ARCHM is an autoregressive conditional heteroscedasticity algorithm;
ARMA is an autoregression with moving average;
DW is a Durbin-Watson statistic;
EGARCH is an exponential generalized autoregression with conditional heteroscedasticity;
GARCH is a generalized autoregressive conditionally heteroscedastic;
GMDH is a group method of data handling method;
HSP is a heteroscedastic processes;
IDA is an intellectual data analysis;
KF is a Kalman filter;
MAE is a mean absolute error;
MAPE is a mean absolute percentage error;
MCMC is a Markov chain Monte Carlo;
ML is a maximum likelihood;
ML is a Markov chain Monte Carlo;
MLNSVM is a modified log-normal model of stochastic volatility;
NLS is a nonlinear least squares;
NNP is a nonlinear nonstationary processes;
SS is a state space;

U is a Theil coefficient.

NOMENCLATURE

h(k) is a conditional variance;
y1(k) is a gross national product logarithm;
y2(k) is a logarithm of tax deductions;
κ is a sample mean for the data window w selected for computing conditional variance;
x(k) is a vector of state variables;
x1(k) is a level of internal investment;
x2(k) is a level of external investment;
z(k) is a vector of time delayed values of dependent variable y(k);
zi(k), i = 1, 2, ..., m is an explaining variables for x(k);
αi, γi is a model parameters to be estimated with maximum likelihood or Monte Carlo Markov chain procedures;
φ1(x) is a set of linear and nonlinear functions;
ε(k) is a random process that influences financial process under study;
ϕ2(k) is an account effects of absolute values.
INTRODUCTION

The study is focused on combined models development for forecasting nonlinear nonstationary heteroscedastic processes in economy, finances, ecology and other areas. Most of the processes taking place in these areas belong to the class of nonlinear and nonstationary due to many random factors influencing their evolution in time. Financial processes are influenced by various random shocks happening inside of countries (local inflation, high competition between companies, unstable market situations) where they are originated and by outside shocks in the form of general economic crisis, fast variability of prices on energy resources, raw materials and food etc. Processes in modern ecology and climatology also often exhibit unstable nonstationary development with nonlinearities. Thus, the problem of constructing forecasting models for the process mentioned is urgent and it is considered by many researchers [1–4].

A simplified classification of NNP in economy, finances, demography, ecology, is shown in Fig. 1. The figure provides information for a general situation in the area of study.

Figure 1 – A simplified classification of dynamic processes

The object of study is the linear process can be nonstationary only in a case when it contains linear trend. Nonlinear processes can be piecewise stationary mostly in their stable mode of operation. NNP are most commonly met in many areas of study. They include nonlinear integrated process with trends of order two and higher, cointegrated processes with the same degree of integration, and heteroscedastic processes. The latter suggest simultaneous constructing of the following two model types: first model describing evolution of the process (amplitude) itself, and the second model describing dynamics of conditional variance that is widely used in practice for solving the problems of diagnostics (technical, medical, financial and economic), risk analysis in various spheres including, stock trading, investments etc. The article is concentrated on the studying of nonlinear nonstationary processes with time varying variance and mean on the interval of study.

The subject of study is the known mathematical models and construct the new ones using statistical data. An approach to modeling the processes mentioned is proposed providing a possibility for constructing the models of acceptable adequacy.

The purpose of the work is in development of methodology and system for constructing mathematical models of nonlinear nonstationary (heteroscedastic) processes of acceptable adequacy and providing a possibility for computing high quality of forecasts. Special software was developed on the purpose and illustrative examples are given.

1 PROBLEM STATEMENT

The purpose of the study is as follows: (1) development of some generalized methodology for modeling and forecasting nonlinear non-stationary heteroscedastic processes both for the process itself and its conditional variance; (2) development of combined model based upon linear and nonlinear regression; (3) performing of computational experiments directed towards model constructing for NNP and computing short term forecasts for the process amplitudes and their conditional variances; (4) performing a comparative analysis of the results achieved with various models constructed with the computational experiments.

The formal problem statement is as follows: statistical data are given characterizing nonlinear nonstationary processes with arbitrary probabilistic distribution \( \{ y(k) \} \sim \text{Dist}(\mu(k), \sigma^2(k)) \), \( k=1,\ldots,N \), where \( \mu(k) \neq \text{const} \) is time varying mean; \( \sigma^2(k) \neq \text{const} \) is process variance that is varying on the interval of the process study. The statistical data parameters are subject to the following restrictions: \( \mu(k) < \infty \); \( 0 < \sigma^2(k) < \infty \) on the interval of studying. It is necessary to construct mathematical models for the process mentioned of the general structure: \( y(k) = F\{ y(k), x(k), \theta, \varepsilon(k) \} \), where \( x(k) \) is possible independent variable; \( \theta \) is model vector parameters; \( \varepsilon(k) \) is stochastic process induced by external disturbances and measurement errors. The constructed model selection criteria are based upon determination coefficient, \( R^2 \), DW, MAPE, Theil coefficient, \( U \), and combined criterion:

\[
J = \left| 1 - R^2 \right| + \left| 2 - DW \right| + U \rightarrow \min_0.
\]

The models will be constructed according to the methodology proposed.

2 REVIEW OF THE LITERATURE

A comprehensive study of nonlinear nonstationary HSP is given in [5]. Here methodology of modeling and forecasting HSP using ARCH models is provided based on statistical data. Several parameter estimation methods are considered including maximum likelihood. A set of model misspecification tests is provided and fractionally
integrated models are analyzed. The volatility forecasting problem is considered with one-step-ahead and multistep forecasting using actual statistical data and known computer-based systems for time series analysis.

A comparative study of VaR estimation methods for structured products is considered in [6]. The author studies forecast accuracy of GARCH and EGARCH models by means of multivariate extension of the Diebold and Mariano [7] test proposed for non-nested models. It was shown that GARCH and EGARCH models often produce higher capital requirements than ARCH models in order to avoid default risks.

The article is concentrated on the problem of modeling and forecasting heteroscedastic processes using systemic approach to solving the problems. Some special software was developed for identification and taking into consideration possible uncertainties relevant to statistical data processing.

Thus, among possible data uncertainties are the following: missing measurements, random external influences (state noise), short low informative samples, possible outliers, noise corrupted measurements etc. These uncertainties are relatively easy identifiable and easy to correct with available data processing techniques for the lost measurements imputation, bootstrap analysis and filtering techniques. The model structure uncertainties aforementioned are provoked by poor data structure that does not contain enough information for model the structure and parameter estimation.

The parametric uncertainties are closely related to the quality of available data and their influence is usually related to biased parameter estimates and low model adequacy. The remedy for avoiding the bias is in application of alternative parameter estimation techniques, among which are the following: maximum likelihood and MCMC procedures. A substantial improvement of forecasts estimates can be reached with simultaneous hiring of alternative forecasting methods and forecasts combining techniques [8–12].

3 MATERIALS AND METHODS

Fig. 2 illustrates the scheme of the generalized approach proposed that is suitable for modeling both linear and nonlinear processes as well as financial risk estimation.

First exponential smoothing, optimal Kalman or elliptical filtering is applied to input data to perform smoothing and prepare the data to model constructing procedures. After smoothing the model can be linear or nonlinear dependently on the specific effects contained in the input data. Generally data may contain linear and nonlinear part what will result in linear and nonlinear models (or components of a single model) simultaneously. In a case of heteroscedastic processes analysis usually the following problems are solved: (1) constructing a model that describes formally the process itself; (2) constructing a model describing dynamics of conditional variance; (3) estimation of short-term forecasts using both types of models.

The methodology proposed for modeling nonlinear non-stationary processes includes the steps formulated below.

– Data pre-processing before modeling that includes the following operations: imputation of missing observations, measurements normalization, digital and/or optimal filtering, statistical processing of outliers etc.

– Identification and elimination (or decreasing of influence) of data uncertainties using the following data processing procedures: estimation of non-measurable values, estimation of statistical parameters for observations (variance, covariance, mean, median), appropriate data structuring, analysis of random external influences and their distributions, coping with measurement errors, taking into consideration probabilistic uncertainties etc.

– Model structure estimation using statistical (correlation) and probabilistic (mutual information) data analysis techniques providing a possibility for determining the following elements of a model structure: model dimension (number of equations); model order (order of autoregression and moving average parts); nonlinearity and its type (nonlinearity with respect to variables or with respect to parameters); delay time estimate, and type of probabilistic distribution for the variables under study; it is always desirable to estimate structures for several candidate models to get a possibility for further selection of the best one.

– Taking into consideration possible nonlinearities. It is recommended to construct first nonlinear part of a data model using various possibilities for describing nonlinear parts: polynomials, exponents, squared harmonic func-
tions, bilinear constructions etc. Then linear part of the model is fitted using nonlinear model residuals. Good results were achieved with combining linear and nonlinear regression; linear regression and Bayesian networks; linear regression and special nonlinear functions like non-parametric kernels etc.

Model parameters estimation using alternative methods such as NLS, ML, MCMC procedures and others providing unbiased estimates of parameters under specific distributions of variables and model structures. Application of alternative parameter estimation techniques provides a possibility for further comparison of the estimates and selection of the best one after comparison of the models constructed.

Computing statistical parameters characterizing candidate models adequacy and determining the most suitable (adequate) one(s) among them. It is not necessarily to leave only one model for computing forecasts, it can be a set of the “best” models based on different ideologies. The final choice is always made after model application for solving the following specific problems: forecasting, control, constructing simulation model or deep analysis of the process under study.

When constructing linear and nonlinear time series models it is convenient to use the proposed here unified notion of mathematical model structure:

\[ S = \{ r, p, m, n, d, w, l \} \]  

where \( r \) is model dimension (number of equations); \( p \) is model order (maximum order of differential or difference equation used for process description); \( m \) is a number of independent variables; \( n \) is nonlinearity and its type (with respect to variables or parameters); \( d \) is input delay time; \( w \) is external stochastic disturbance and its type of distribution; \( l \) represents possible restrictions on variables and parameter values. The aforementioned elements of a model structure are estimated using available statistical tests and correlation analysis techniques: correlation matrix, ACF, partial ACF, bi-correlations, and higher order correlation functions.

Some nonlinear models that were utilized successfully in practice resulted from former studying of econometric time series. Nonlinear regression of the type shown below is used to describe GNP and tax deductions [10]:

\[ y_1(k) = a_0 + a_1 y_1(k-1) + b_{12} \exp(y_2(k)) + a_2 x_1(k) x_2(k) + \epsilon_1(k). \]  

\[ y_2(k) = c_0 + c_1 y_2(k-1) + b_{21} \exp(y_1(k)) + c_2 x_1(k) x_2(k) + \epsilon_2(k). \]  

Also widely used and convenient model structure is generalized bilinear model:

\[ y(k) = a_0 + \sum_{i=1}^{p} a_i y(k-i) + \sum_{j=1}^{q} b_j v(k-j) + \sum_{i=1}^{m} \sum_{j=1}^{s} c_{i,j} y(k-i)v(k-j) + \epsilon(k), \]  

where \( p, q, m \) and \( S \) are positive numbers that represent the model order [8].

Very often modeling nonlinear processes is based on linear combination of linear and nonlinear components:

\[ y(k) = \beta^T z(k) + \sum_{i=1}^{p} \alpha_i \varphi_i(0^T z(k)) + \epsilon(k), \]  

where \( z(k) \) is a vector of time delayed values of dependent variable \( y(k) \), as well as former and current values of independent explaining variables \( x(k) \) with appropriate time shift. Here \( \varphi_i(x) \) is a set of (linear and nonlinear) functions that include the following components: power function \( \varphi_i(x) = x^i \); trigonometric functions \( \varphi_i(x) = \sin x \) or \( \varphi_i(x) = \cos x \) etc.; this equation can be
expanded with quadratic form of the type $z^T(k) A z(k)$; $\varphi_i(x) = \varphi(x), \forall i$, where $\varphi(x)$ is a link function, for example appropriate probability density function or logistic function of the type:

$$\varphi(x(k,z)) = \frac{1}{1 + \exp(-x(k,z))}, \quad (6)$$

$$x(k) = \alpha_0 + \alpha_1 z_1(k) + ... + \alpha_m z_m(k) + \varepsilon(k), \quad (7)$$

where $z_j(k), i = 1,2,...,m$ are explaining variables for $x(k)$, and $\varphi(x(k,z))$ respectively.

Another general class of nonlinear models can be presented in the following form:

$$y(k) = \sum_{i=1}^{p} \varphi_j(x(k-1)) y(k-j) + \mu(x(k-1)) + \varepsilon(k), \quad (8)$$

where $y(k)$ is $[n \times 1]$ a vector of dependent variables; $x(k) = [y(k), y(k-1),..., y(k-n+1)]$ is a vector of state variables; dynamics of the variables is described by the model:

$$x(k) = h(x(k-1)) + F(x(k-1)) x(k-1) + \nu(k) . \quad (9)$$

The model based forecasts can be computed, for example, with six selected (or more) techniques given in fig. 3. Regression model (autoregression or with moving average) is used for generating forecast as well as its transformed version into SS form for further use by optimal KF. Adaptive version of KF provides a possibility for forecasting and on-line (off-line) estimation of state disturbances and measurement noise covariance. The GMDH generates models in the general form of Kolmogorov-Gabor polynomial, and the last three methods are related to the intellectual data analysis techniques. Thus, here we have the combination of classic regression (statistical) approach with intellectual data analysis techniques. The best result of combining the forecasts is achieved when variances of forecasting errors for selected forecasting techniques do not differ substantially. Some other possibilities for hiring nonlinear models for formal description of NNP are shown in table 1. Most of them have been used successfully for modeling and forecasting economical and financial processes.

The models (No. 1–8) presented in Table 1 have known structure though it can be modified in the process of adaptation using specific statistical data. Model 1 was successfully applied for trend modeling of various orders together with short-term deviations from conditional mean. Models 2, 4 can describe bilinear and exponential nonlinearities or nonlinearity with saturation (model 3). Models 5 and 6 are used for description of conditional variance dynamics while modeling heteroscedastic process. The last one turned out to be the best model for short term forecasting of variance in about 90% of applications performed by the authors. Models 7, 8, 9 can describe arbitrary nonlinearities with respect to variables of order 3–5 or higher. Fuzzy sets based approach to modeling supposes generating of a set of

<table>
<thead>
<tr>
<th>№</th>
<th>Model description</th>
<th>Formal model structure</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>AR + polynomial of time</td>
<td>$y(k) = a_0 + \sum_{i=1}^{p} a_i y(k-i) + b_1 k + ... + b_m k^m + \varepsilon(k)$</td>
</tr>
<tr>
<td>2</td>
<td>Generalized bilinear model</td>
<td>$y(k) = a_0 + \sum_{i=1}^{p} a_i y(k-i) + \sum_{j=1}^{q} b_j \nu(k-i) = \sum_{i=1}^{m} \sum_{j=1}^{q} c_{ij} y(k-i) \nu(k-j) + \varepsilon(k)$</td>
</tr>
<tr>
<td>3</td>
<td>Logistic regression</td>
<td>$\varphi(x(k,z)) = \frac{1}{1 + \exp(-x(k,z))}$</td>
</tr>
<tr>
<td>4</td>
<td>Nonlinear extended econometric autoregression</td>
<td>$y_1(k) = a_0 + a_1 y_1(k-1) + b_1 \exp(y_2(k)) + a_2 x_1 x_2 + c_{1} y_2(k) + c_{2} x_1 x_2 + c_{3} y_2(k)$</td>
</tr>
<tr>
<td>5</td>
<td>Generalized autoreg-ression with conditional heteroscedasticity</td>
<td>$h(k) = \alpha_0 + \sum_{i=1}^{q} \alpha_i + \sum_{i=1}^{p} \beta_i h(k-i)$</td>
</tr>
<tr>
<td>6</td>
<td>Exponential generalized autoregression with conditional heteroscedasticity</td>
<td>$\log[h(k)] = \alpha_0 + \sum_{i=1}^{p} \alpha_i \frac{\varepsilon(k-i)}{\sqrt{h(k-i)}} + \sum_{i=1}^{q} \beta_i \varepsilon(k-i) + \sum_{i=1}^{q} \gamma_i \log[h(k-i)] + \nu(k)$</td>
</tr>
<tr>
<td>7</td>
<td>Nonparametric model with functional coefficients</td>
<td>$y(k) = \sum_{i=1}^{p} (\alpha_i + (\beta_i + \gamma_i) y(k-d)) + \varepsilon(k)$</td>
</tr>
<tr>
<td>8</td>
<td>Radial basis function</td>
<td>$f_0(x(k)) = \sum_{i=1}^{M} \lambda_i \exp(\frac{-(x(k)-\mu_i)^2}{2\sigma_i^2}) + \varepsilon(k)$</td>
</tr>
<tr>
<td>9</td>
<td>State-space representation</td>
<td>$x(k) = [a(k), x(k-1)] + B[b(k), u(k-d)] + w(k)$</td>
</tr>
</tbody>
</table>
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rules that could describe with acceptable quality functioning of selected processes and formulate appropriate logical inference. Neural networks and fuzzy neural networks are suitable for modeling sophisticated nonlinear functions in conditions of availability of some unobservable variables. Dynamic Bayesian networks and multivariate distributions are statistical/probabilistic models that could describe complex multivariate processes (systems) with generating final result of their application in the form of conditional probabilities (probabilistic inference).

The model-based forecasts for nonstationary process itself can be computed, for example, with six selected (or more) techniques given in Fig. 3. Regression model (auto-regression or with moving average) is used for generating forecast as well as its transformed version into SS form for further use by optimal Kalman filter. Adaptive version of Kalman filter provides a possibility for forecasting and on-line (offline) estimation of state disturbances and measurement noise covariance. The GMDH generates models in the general form of Kolmogorov-Gabor polynomial, and the last three methods are related to the intellectual data analysis techniques. Thus, here we have the combination of classic regression (statistical) approach with intellectual data analysis techniques. The best result of combining the forecasts is achieved when variances of forecasting errors for selected forecasting techniques do not differ substantially. Some other possibilities for hiring linear and nonlinear models are shown in Table 1.

Models of conditional variance. Today there exist a wide variety of models describing dynamic of conditional variance. Here we will mention only those that were tested during experimental studies using statistical data.

We propose modified log-normal model of stochastic volatility in the following form:

\[
h(k) = \frac{1}{w} \sum_{l=0}^{w-1} \left[ \frac{y(l) - \bar{y}}{\bar{y}} \right]^2
\]

where \( h(k) \) is conditional variance that characterizes dynamics of the financial time series under study. The model proposed also takes into consideration necessary depth of memory for the process formed by the values of conditional variance \( h(k) \), as well as the values of basic variable \( y(k) \), that provides a possibility for taking into consideration influence of positive and negative disturbances to conditional variance. The performed testing of the model proved the possibility of its practical application for forecasting conditional volatility and financial risk estimation.

One of the best results so far with forecasting the variance was achieved with exponential generalized autoregression with conditional heteroscedasticity (EGARCH) shown below [2]:

\[
\log[h(k)] = \alpha_0 + \sum_{i=1}^{p} \alpha_i (k-i) + \sum_{i=1}^{q} \beta_i \left(\frac{y(k-i)}{\sqrt{h(k-i)}}\right) + \sum_{i=1}^{q} \gamma_i \log[h(k-i)] + \nu(k)
\]

where \( h(k) \) is conditional variance; \( \nu(k) \) is random process that influences financial process under study; \( \alpha, \beta, \gamma \) are model parameters to be estimated with maximum likelihood or MCMC procedures; \( \nu(k) \) are model residuals.

4 EXPERIMENTS

The analysis included three experiments. In the first experiment time series was applied for studying of the gold prices within the period between 2005–2006 years. The statistical characteristics showing constructed models and forecasts quality are given in Table 2. Here the case is considered when optimal KF was not used for preliminary data processing smoothing.

The second experiment was statistical analysis of the time series selected with application of Goldfeld-Quandt test proved that gold prices data create heteroscedastic process with time varying conditional variance. As far as the variance is one of the key parameters that is used in the rules for performing trading operations it is necessary to construct appropriate forecasting models. Table 4 contains statistical characteristics of the models constructed as well as quality of short-term forecasting. To solve the problem we used GARCH models together with description of the processes trend which is rather sophisticated (high order process). The models of this type GARCH demonstrated low quality of short-term forecasts, and quite acceptable EGARCH one-step ahead forecasting properties.

Forecasting financial process (stock prices) using combined (linear + nonlinear) model – third experiment. The combined model includes optimal and digital filters, linear regression models and nonlinear logit model (Fig. 4).
Forecasting with mean absolute percentage error of about 2.71%, and the Theil coefficient is:

\[ \text{AR}(1) + \text{trend of 4th order}. \]

It provides a possibility for solving the following problems: estimation of non-measurable state vector components; variance (covariance) estimation for observations and the state vector; and short-term forecasting in a case of necessity.

The data used reflect dynamics of stock prices together with technical analysis indicators. The indicators computed on the basis of actual dynamics of prices create useful data for modeling and forecasting financial processes. Among widely used indicators are the following: Pivot Point, Woodie’s Pivot Points, Fibonacci’s Pivot Points, Camarilla’s Pivot Points.

5 RESULTS

Experiment 1 showed that the best model turned out to be AR(1) + trend of 4th order. It provided a possibility for one step ahead forecasting with mean absolute percentage error of about 3.19, and the Theil coefficient is \( U = 0.024 \).

Table 2 – Models and forecasts quality without Kalman filter application

<table>
<thead>
<tr>
<th>Model type</th>
<th>( R^2 )</th>
<th>( \sum e^2(k) )</th>
<th>DW</th>
<th>MS</th>
<th>MAE</th>
<th>MAPE</th>
<th>Pe Theil</th>
</tr>
</thead>
<tbody>
<tr>
<td>AR(1)</td>
<td>0.99</td>
<td>25644.67</td>
<td>2.15</td>
<td>49.82</td>
<td>41.356</td>
<td>8.37</td>
<td>0.046</td>
</tr>
<tr>
<td>AR(1,4)</td>
<td>0.99</td>
<td>25588.10</td>
<td>2.18</td>
<td>49.14</td>
<td>40.355</td>
<td>8.12</td>
<td>0.046</td>
</tr>
<tr>
<td>AR(1) + 1st order trend</td>
<td>0.99</td>
<td>25391.39</td>
<td>2.13</td>
<td>34.39</td>
<td>25.109</td>
<td>4.55</td>
<td>0.032</td>
</tr>
<tr>
<td>AR(1,4) + 1st order trend</td>
<td>0.99</td>
<td>25332.93</td>
<td>2.18</td>
<td>34.51</td>
<td>25.623</td>
<td>4.67</td>
<td>0.032</td>
</tr>
<tr>
<td>AR(1) + 4th order trend</td>
<td>0.99</td>
<td>25173.74</td>
<td>2.12</td>
<td>25.92</td>
<td>17.686</td>
<td>3.19</td>
<td>0.024</td>
</tr>
</tbody>
</table>

The Theil coefficient shows that this model is generally good for short-term forecasting. Statistical characteristics of the models and respective forecasts computed with KF application for data smoothing are given in table 3. Here optimal filter (with random walk model) played positive role what is supported by respective statistical quality parameters.

Again the best model turned out to be AR(1) + trend of 4th order. It provides a possibility for one step ahead forecasting with mean absolute percentage error of about 2.71%, and the Theil coefficient is: \( U = 0.019 \). Thus, in this case the results achieved are better than in previous modeling and short-term forecasting without filter application.

Table 3 – Models and forecasts quality with application of Kalman filter

<table>
<thead>
<tr>
<th>Model type</th>
<th>( R^2 )</th>
<th>( \sum e^2(k) )</th>
<th>DW</th>
<th>MSE</th>
<th>MAE</th>
<th>MAPE</th>
<th>Pe Theil</th>
</tr>
</thead>
<tbody>
<tr>
<td>AR(1)</td>
<td>0.99</td>
<td>24376.32</td>
<td>2.11</td>
<td>45.21</td>
<td>39.73</td>
<td>7.58</td>
<td>0.037</td>
</tr>
<tr>
<td>AR(1,4)</td>
<td>0.99</td>
<td>24141.17</td>
<td>2.09</td>
<td>47.29</td>
<td>38.75</td>
<td>7.06</td>
<td>0.035</td>
</tr>
<tr>
<td>AR(1) + 1st order trend</td>
<td>0.99</td>
<td>23964.73</td>
<td>2.08</td>
<td>31.15</td>
<td>22.11</td>
<td>3.27</td>
<td>0.029</td>
</tr>
<tr>
<td>AR(1) + 4th order trend</td>
<td>0.99</td>
<td>22396.83</td>
<td>2.04</td>
<td>21.35</td>
<td>13.52</td>
<td>2.71</td>
<td>0.019</td>
</tr>
</tbody>
</table>

Experiment 2. Statistical analysis of the time series selected with application of Goldfield-Quandt test proved that gold prices data create heteroscedastic process with time varying conditional variance. As far as the variance is one of the key parameters that is used in the rules for performing trading operations it is necessary to construct appropriate forecasting models. Table 4 contains statistical characteristics of the models constructed as well as quality of short-term variance forecasting. To solve the problem we GARCH models together with description of the processes trend which is rather sophisticated (high order process). The models of this type GARCH demonstrated low quality of short-term forecasts, and quite acceptable EGARCH one-step ahead forecasting properties.

Table 4 – Results of modeling and forecasting conditional variance

<table>
<thead>
<tr>
<th>Model type</th>
<th>( R^2 )</th>
<th>( \sum e^2(k) )</th>
<th>DW</th>
<th>MSE</th>
<th>MAE</th>
<th>MAP</th>
<th>Pe Theil</th>
</tr>
</thead>
<tbody>
<tr>
<td>GARCH(1,7)</td>
<td>0.99</td>
<td>153639</td>
<td>0.113</td>
<td>972.5</td>
<td>517.6</td>
<td>0.113</td>
<td></td>
</tr>
<tr>
<td>GARCH(1,10)</td>
<td>0.99</td>
<td>102139</td>
<td>0.174</td>
<td>458.7</td>
<td>211.3</td>
<td>0.081</td>
<td></td>
</tr>
<tr>
<td>GARCH(1,15)</td>
<td>0.99</td>
<td>80419</td>
<td>0.337</td>
<td>418.3</td>
<td>121.6</td>
<td>0.058</td>
<td></td>
</tr>
<tr>
<td>MLNSVM(3,7)</td>
<td>0.99</td>
<td>61377</td>
<td>0.405</td>
<td>79.5</td>
<td>9.97</td>
<td>0.027</td>
<td></td>
</tr>
<tr>
<td>EGARCH(1,7)</td>
<td>0.99</td>
<td>45184</td>
<td>0.429</td>
<td>67.8</td>
<td>8.74</td>
<td>0.023</td>
<td></td>
</tr>
</tbody>
</table>

Thus, the best model constructed was exponential GARCH(1,7). The achieved value of MAPE = 8.74% comprises very good result for forecasting conditional variance. The second was the model proposed MLNSVM that has two order parameters: \( p \) and \( q \), with MAPE = 9.97%. Further improvements of the forecasts were achieved with application of the adaption scheme [1, 7]. An average improvement of the forecasts was in the range between 0.5–1.5%, what justifies advantages of the approach proposed. Combination of the forecasts generated with different forecasting techniques helped to further decrease mean absolute percentage forecasting error for about 0.5–0.8% in this particular case. It should be stressed that analysis of heteroscedastic processes is very popular today due to multiple engineering, economic and financial applications of the models and forecasts based upon them. The methodology developed also supposes constructing of combined models including classical statistical regression and probabilistic models in the form of Bayesian networks.
Experiment 3. The following notations were used for the indicators: Pivot is “turning point”; S1 is first level of support; S2 is second level of support; S3 is third level of support; R1, R2 and R3 are first, second and third levels of resistance. All three indicators work in a similar way. If open price is higher than, Pivot, and the price starts moving down, then from the point of view of technical analysis it is probable that after reaching Pivot value, the price will go up. In the case when this did not happen and the price continues moving down then, from the point of view of technical analysis, it is probable that the price may perform a turn or stop moving down when it approaches the level of, S1. The same situation takes place for S2 and, S3. However, price reaches the level of S3 very seldom. Even when the price gets down lower than, S3, then probability of its next moving down is very low. The same situation takes place in the case of a price moving up but here instead of indicators S1, S2, S3 should be used R1, R2 , R3.

To construct regression models first were used minimum daily exchange rate for the pair USD/CHF (257 values for 2007). The first multiple regression model was constructed for minimum price with independent variables, S1, S2, S3:

\[
y(k) = -0.0164 + 0.1724 \cdot S1(k) - 5.3885 \cdot S2(k) + 4.2251 \cdot S3(k),
\]

where \( k \) is discrete time as before. This model does not include autoregression part because this variant results in degeneration of measurement matrix. The model constructed has the following statistical characteristics of adequacy: \( R^2 = 0.9899; \) \( SSR = 0.0038; \) \( AIC = -8.277; \) \( DW = 1.9542 \) All statistics exhibit quite acceptable values. Statistical characteristics that characterize quality of one-step-ahead prediction are as follows: \( RMSE = 0.0038; \) \( MAE = 0.003; \) \( MAPE = 0.2525\%; \) \( U = 0.0016. \) Number of correct forecasts for direction of price evolution was 187 or 73.05%.

As far as evolution of stock prices very often takes place along arbitrary nonlinear trajectories, to describe correctly the processes it is necessary to use nonlinear models. In some cases rather simple approach to solving the problem is application of nonlinear logistic regression. It can be helpful for forecasting direction of a price moving during the next step of its evolution. If at the moment of time \( t + 1 \) price will be higher than at the moment, \( t \), denote this situation (price growth) as “1”, and price decreasing denote as “0”. These values were used as inputs (for left-hand-side) of logistic regression and classification tree. The same notation was used for growth and decreasing of the Pivot Point indicator with the following additional notations for respective variables: \( \hat{S}1, \hat{S}2, \hat{S}3, \hat{P}, \hat{R}1, \hat{R}2, \hat{R}3 \). These variables were used as independent ones in logistic regression and classification tree. The following model was constructed for the minimum price:

\[
g_{\text{min}}(x_2) = \frac{e^{x_2(k)}}{1 + e^{x_2(k)}},
\]

\[
x_2(k) = -0.683 + 0.033 \cdot \hat{S}1(k) + 0.055 \cdot \hat{S}2(k) + 0.055 \cdot \hat{S}3(k) - 0.4 \cdot \hat{P}(k) + 1.627 \cdot \hat{R}1(k) + 0.133 \cdot \hat{R}2(k) + 0.264 \cdot \hat{R}3(k),
\]

\[
g_{\text{max}}(x_1) = \frac{e^{x_1(k)}}{1 + e^{x_1(k)}},
\]

\[
x_1(k) = -0.871 + 0.127 \cdot \hat{S}1(k) + 0.404 \cdot \hat{S}2(k) - 0.36 \cdot \hat{S}3(k) - 0.247 \cdot \hat{P}(k) + 0.616 \cdot \hat{R}1(k) + 0.079 \cdot \hat{R}2(k) - 0.009 \cdot \hat{R}3(k) + 2.159 \cdot \hat{y}(k).
\]

Results of forecasting direction for evolution of minimum price are presented in Table 5.

<table>
<thead>
<tr>
<th>Model type</th>
<th>Probability of correct direction forecast</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear regression with indicators</td>
<td>73.05%</td>
</tr>
<tr>
<td>Logistic regression with Pivot Point</td>
<td>68.36%</td>
</tr>
<tr>
<td>Classification tree with Pivot Point</td>
<td>68.36%</td>
</tr>
<tr>
<td>Logistic regression with Pivot Point + forecast by linear model</td>
<td>73.03%</td>
</tr>
<tr>
<td>Logistic regression with Woodie’s Pivot Point</td>
<td>68.75%</td>
</tr>
<tr>
<td>Classification tree with Woodie’s Pivot Point</td>
<td>68.36%</td>
</tr>
<tr>
<td>Logistic regression with Woodie’s Pivot Point + forecast by linear model</td>
<td>73.83%</td>
</tr>
<tr>
<td>Logistic regression with Fibonacci’s Pivot Point</td>
<td>75.39%</td>
</tr>
<tr>
<td>Classification tree with Fibonacci’s Pivot Point + forecast by linear model</td>
<td>73.83%</td>
</tr>
<tr>
<td>Logistic regression with Fibonacci’s Pivot Point</td>
<td>75.39%</td>
</tr>
<tr>
<td>Classification tree with Fibonacci’s Pivot Point + forecast by linear model</td>
<td>73.83%</td>
</tr>
</tbody>
</table>

Thus, in both cases (logistic regression and classification tree) the best results were achieved with the use of additional forecast achieved by the linear model. The statistical quality characteristics of the forecasts achieved show high quality of the forecasts and possibility of their use in trading rules.

6 DISCUSSION

Based on table 5 we got the following results: for the threshold value of probability 0.44 the first type error accepted the value of about 53, and second type error was 28. The number of correctly forecasted directions for price evolution was 175 or 68.36%. The use of the classification tree (CHAID algorithm) with threshold value 0.35 practically led to the same result.

To improve quality of the forecasts the models of logistic regression and classification tree were augmented with forecasts of price evolution generated by linear regression using the same notation for the growth and decreasing, where linear regression output that accepts the value of “1” if forecast shows growth of the price, and “0”
if forecast shows decreasing of the price. For the threshold value of probability 0.39 the first type error accepted the value of about 39, and second type error was 25. The number of correctly forecasted directions for price evolution was 192 or 75.0%. When classification tree was used for the threshold value of probability 0.32 the first type error accepted the value of about 54, and second type error was 13. The number of correctly forecasted directions for price evolution was 189 or 75.83%.

CONCLUSIONS

In this article we proposed an approach for obtaining high-quality results of the adequacy of the final model was obtained to describe formally linear and nonlinear parts of a process under study using the software developed on the purpose.

The scientific novelty of obtained results is that the original definition of model structure was given and a short review of mathematical models for nonlinear nonstationary processes was presented. Several application examples were provided that exhibit high quality of final results namely model adequacy and quality of the forecasts. A methodology was proposed for mathematical modeling and forecasting nonlinear nonstationary in economy and finances using statistical data, though the methodology is applicable to constructing models in demography, ecology as well as in many other spheres of human activity where data is available in the time series form. The methodology is based on general system analysis principles that suppose hierarchical structure of data analysis procedure, identification and processing of possible uncertainties. The systemic approach to modeling also supposes development and implementation of adaptive schemes for model structure and parameter estimation, application of statistical, probabilistic and other criteria for model constructing procedure, and to selection of the best model for specific application.

The practical significance of obtained results is that the performed tracking the computational procedures at all stages of data processing and model development with appropriate sets of quality statistics provides a possibility for achieving high quality of intermediate and final results. As instrumentation for fighting possible uncertainties of obtained results is that the original definition of model structure was given and a short review of mathematical models for nonlinear nonstationary processes was presented. Several application examples were provided that exhibit high quality of final results namely model adequacy and quality of the forecasts. A methodology was proposed for mathematical modeling and forecasting nonlinear nonstationary in economy and finances using statistical data, though the methodology is applicable to constructing models in demography, ecology as well as in many other spheres of human activity where data is available in the time series form. The methodology is based on general system analysis principles that suppose hierarchical structure of data analysis procedure, identification and processing of possible uncertainties. The systemic approach to modeling also supposes development and implementation of adaptive schemes for model structure and parameter estimation, application of statistical, probabilistic and other criteria for model constructing procedure, and to selection of the best model for specific application.
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АННОТАЦІЯ
Актуальність. Нелінійні нестаціонарні процеси наближаються сьогодення в інших областях наслідувань: економіка, фінанси, екологія, демографія та ін. Особливо часто використовуються методи моделювання нелінійних процесів, що дає можливість отримати прогнози високої якості для досліджуваного процесу та його диспер-сії.

Мета. Розвивати методологію моделювання нелінійних нестаціонарних процесів та вивчити можливість прийнятності адаптивності моделей.

Методи. Дослідження виконано в традиційних законодавчих умовах. Аналіз інтересував системи вибору статистичних критеріїв, адекватності вибору встановлювача для адаптивних моделей, адаптивності моделей, адаптивності оцінки часу визначення вмілу моделювання інших статистичних критеріїв.

Результати. Висновки. Застосування моделювання прогнозів дає можливість структурної та параметричної адаптації моделей, побудованих за статистичними даними. Розроблені моделі демонструють прийнятну адекватність і якість короткострокового прогнозування.

КЛЮЧЕВІ СЛОВА: нелінійні нестаціонарні процеси, системний підхід до моделювання, структурна і параметрична адаптація, комбіновані моделі, неизвестність в моделюванні та прогнозуванні.