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ABSTRACT

Context. The problem of decision tree model synthesis using the fractal analysis is considered in the paper. The object of study is a decision trees. The subject of study is methods of decision tree model synthesis and analysis.

Objective. The objective of the paper is a creation of methods and fractal indicators allowing jointly solving the problem of decision tree model synthesis and the task of reducing the dimension of training data from a unified approach based on the principles of fractal analysis.

Method. The fractal dimension for a decision tree based model is defined as for whole training sample as for specific classes. The method of the fractal dimension of a model based on a decision tree estimation taking into account model error is proposed. It allows to built model with an acceptable error value, but with optimized level of fractal dimensionality. This makes possibility to reduce decision tree model complexity and to make it more interpretable. The set of indicators characterizing complexity of decision tree model is proposed. The set of indicators characterizing complexity of decision tree model is proposed. It contains complexity of node checking, complexity of node achieving, an average model complexity and worst tree model complexity of computations. On the basis of proposed set of indicators a complex criterion for model building is proposed. The indicators of the fractal dimension of the decision tree model error can be used to find and remove the non-informative features in the model.

Results. The developed indicators and methods are implemented in software and studied at practical problem solving. As results of experimental study of proposed indicators the graphs of their dependences were obtained. They include graphs of dependencies of number of hyperblocks covering the sample in the features space from size of block side: for whole sample, for each class, for different set error values and obtained error values, for varied values of resulted number of features and instances, also as graphs of dependencies between average and worst tree complexities, decision tree fractal dimensionality and tree average complexity, joint criterion and indicator of feature set reduction, and between joint criterion and tree fractal dimensionality.

Conclusions. The conducted experiments confirmed the operability of the proposed mathematical support and allow recommending it for use in practice for solving the problems of model building by the precedents.
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NOMENCLATURE

\( \varepsilon \) is a maximum acceptable error value;
\( \omega \) is a set of model parameters;
\( c_l^i \) is a complexity of achieving of \( i \)-th leaf node;
\( c_l \) is a complexity of checking for \( i \)-th node it’s can be obtained as number of \( i \)-th node’s successors;
\( c_w^i \) is a worse complexity of computations for the tree model;
\( c_r^i \) is an average complexity of computations for the tree model;
\( D \) is a fractal dimension;
\( <D_c> \) is a correlation dimension;
\( D_{tree} \) is a data fractal dimension relatively the accuracy (error) of the synthesized model;
\( D^{(k)} \) is a fractal dimension of \( k \)-th class;
\( D \) is a fractal dimension of the sample;
\( E \) is a model error;
\( f \) is a model quality criterion;
\( F() \) is a model structure;
\( F_{tree} \) is a joint multiplicative criterion for decision tree model;
\( I_N \) is a coefficient of features reduction;
\( f \) is a number of feature;
\( K \) is a number of classes;
$K$ is a number of classes;
$L$ is a number of intervals on which the ranges of feature values will be separated;
$l$ is a hypercube side length;
$l$ is a length of the interval;
$L$ is a number of intervals;
$N$ is an number of input features;
$N$ is a feature subset size;
$n(l)$ is a number of hyperblocks of side with the $l$ size covering the sample;
$n_{(s)}$ is a number of instances belonging to a rectangular hyperblock formed by feature intervals;
$n_{(s,k)}$ is a number of $k$-th classes exemplars, which are given in each rectangular hyperblock formed by features intervals;
$n(l)$ is a number of hyperblocks with the side of $l$ size covering the sample;
$n_{(s,l)}$ is a number of hyperblocks with the side of $l$ size covering the sample for $k$-th class;
$n_{(s,k)}$ is a number of hyperblocks with the side of $l$-size covering the $k$-th class of the sample;
$opt$ is a symbol of optimum;
$Q$ is a number of clusters;
$r$ is a heuristically defined cut-off radius;
$r_i$ is a Euclidean distance between pair of points;
$S$ is a subsample size;
$S$ is a number of precedents;
tree is a tree recognizing model;
$U$ is a total number of tree nodes;
$U_i$ is a type of the $i$-th node of the tree;
$X$ is a data sample;
$x_i$ is a $j$-th input feature;
$x'$ is a $s$-th instance of a sample;
$x_j$ is a value of $j$-th input for $s$-th instance;
$x_j^{max}$ is a maximal value of $x_j$;
$x_j^{min}$ is a minimal value of $x_j$;
$Y^s$ is a class of majority of instances hit to the $i$-th node, which is a leaf;
y is an output feature vector;
y^s is a value of output feature values for $s$-th instance.

INTRODUCTION

Decision trees are a popular tool for solving problems of building models on precedents in diagnostics, pattern recognition, and forecasting in various practical areas [1–4]. One of the most significant advantages of models based on decision trees is their interpretability (convenient for human perception and analysis).

The object of study is a decision trees.

It is now known a large number of methods to synthesize a model based on decision trees [5–11]. However, as a rule, the known methods in their goal functions (the criteria for the training quality) do not take into account the characteristics of the training sample. This in practice can lead to the construction of non-optimal models.

On the other hand, the model synthesis for big data sets unusually requires the preliminary reduction of the data dimensionality size, which is explained by the high iterativity of the known training methods, as well as the need to obtain a model that provides a good generalization of the data. At the same time, the traditionally used methods of informative feature selection [12–15] and of sample formation [16–21] have such common disadvantage as they are not directly related to each other and come from different points of view on the informativeness of features or instances.

The subject of study is methods of decision tree model synthesis and analysis.

One of the promising areas of data analysis is a fractal analysis [22–31]. There are various approaches to the definition of fractal parameters for data [25, 27]. However, they are also not interconnected with each other and with the decision tree model training process.

The objective of the paper is a creation of methods and fractal indicators allowing jointly solving the problem of decision tree model synthesis and the task of reducing the dimension of training data from a unified approach based on the principles of fractal analysis.

1 PROBLEM STATEMENT

Let we have an original data sample $X = \langle x, y \rangle$ a set of $S$ precedents (instances, exemplars, observations) characterizing dependence $y(x)$, where $x=\{x^s\}$, $y=\{y^s\}$, $s=1, 2, \ldots, S$, characterized by the set of $N$ input features $\{x_j\}$, $j = 1, 2, \ldots, N$, and output feature $y$. Each $s$-th precedent can be noted as $\langle x^s, y^s \rangle$, $x^s=\{x^s_j\}$, $y^s \in \{1, 2, \ldots, K\}$, $K>1$.

Then the problem of model synthesis of the dependence $y(x)$ will be considered in a search of such structure $F()$ and adjusting such values of parameters $\omega$ of a model $<F(),\omega>$, which will satisfy the model quality criterion $f(F(), \omega, \langle x, y \rangle) \rightarrow opt$. Usually, the model quality criterion is defined as a model error [2]:

$$E = \frac{1}{2} \sum_{s=1}^{S} (y^s - F(\omega, x^s))^2 \rightarrow \min.$$  

2 REVIEW OF THE LITERATURE

The key concept in a fractal analysis is a fractal dimension, which is defined as coefficient describing the fractal structure or the set on the basis of a quantitative assessment of its complexity as the coefficient of variation in details and with a scale conversion.

The Hausdorff-Besicovich dimension according to [25, 28] is defined as

$$D \approx \frac{\log(n(l))}{\log(l)}.$$  

One of the most affordable ways to determine the Hausdorff-Besicovich dimension is box-counting method [29, 30], which consists in repeating fractal object coating
by hypercubes of equal size and counting minimum number of hypercubes which contain points of the object.

By consistently reducing the hypercubes size \( l \) we will get a set of points with coordinates \((\log(n(l)), \log(l^{-1}))\), which define a curve, which slope determined by the linear regression, is a fractal dimension:

\[
D = \lim_{l \to 0} \frac{\log(n(l))}{\log(1/l)}.
\]

The Takens’ method \([31]\) is used to determine the correlation dimension:

\[
\langle Dc \rangle = \left( \frac{1}{|R|} \sum_{k=1}^{R} r_k \right)^{-1},
\]

where \( R = \{ r_k \mid r_k < r \} \), \(|R|\) is a cardinality of the set \( R \), \( r > 0 \).

The common disadvantage of considered methods \([22–31]\) for determining the fractal dimension is that the cardinality of the set must satisfy the inequality \( N \leq 2 \log_{10} S \), which shows that the number of data points \( S \) required for accurate dimension estimation of the \( N \)-dimensional set must be at least \( N > 10^{\frac{2}{10}} \). It leads to large \( N \) values even for small sets.

The common feature of all above described methods for determining the fractal dimension is that sample dimension and dimension of the model trained on its basis are defined with no connection to each other. It limits their practical application.

In \([32]\) the methods for estimating the fractal dimension allowing characterize properties of the sample. The sample instances are represented as points in the feature space. Then clusters will correspond to the compact areas in a feature space, which will be combined into classes. Different geometric shapes can describe clusters. Fractal analysis of the sample in the feature space can be performed by setting the elemental form for clustering and varying the size of the cluster for partitioning the sample into fragments. For the sample fractal dimension analysis the method \([32]\) contains following stages.

Initialization stage. Set a learning sample \( <x,y> \) and \( L \) the number of intervals on which the ranges of feature values will be separated.

Sample normalization stage. If feature values are non-normalized, they should be normalized by mapping to the interval \([0, 1] \): \( x' = \left( x - x_{\min} \right) / \left( x_{\max} - x_{\min} \right) \).

Clustering stage. Divide the range of each feature values on \( L \) intervals of length \( l \). \( l = 1/L \). Form clusters as rectangular blocks at the different features interval intersection.

Data analysis stage. Determine the number of instances belonging to a rectangular hyperblock formed by feature intervals \( n_{i,q,k} \). Determine the number of \( k \)-th classes exemplars, which is given in each rectangular hyperblock formed by features intervals \( n_{i,q,k} \).

Determine the number of hyperblocks with the side of \( l \)-size covering the \( k \)-th class of the sample in the \( N \) features space:

\[
n(\ell) = \sum_{i=1}^{N} \sum_{q=1}^{L} |n_{i,q,k} > 0|.
\]

Determine the number of hyperblocks with the side of \( l \) size covering the sample in the \( N \) features space:

\[
n(\ell) = \sum_{i=1}^{N} \sum_{q=1}^{L} |n_{i,q,k} > 0| = \sum_{i=1}^{N} \sum_{q=1}^{L} \left( \sum_{k=1}^{K} n_{i,q,k} > 0 \right).
\]

Stage of fractal dimension estimation. Determine at a given \( l \) the fractal dimension of \( k \)-th class, \( K = 1, 2, ..., K \):

\[
D^{(k)} = \frac{1}{\log_{10}(l)} \log \left( \frac{n(\ell)}{n(\ell^{-1})} \right).
\]

This method operates with rectangular blocks of the same size, covering the feature space by them. The single controlled parameter of the method is defined by the number of intervals \( L \), which are divided in ranges of the feature values.

It is obvious that number of clusters \( Q > K \), \( Q = L^{(k)} \), and for each feature \( L > 2 \). To provide generalization properties of clusters we impose restriction \( Q \leq NS \).

Thus, we obtain \( K \leq L^{(k)} \leq NS \). Taking logarithms \( \log(K) \leq N \log(L) \leq \log(NS) \) we obtain after transformations:

\[
2 \leq L \leq \sqrt[\frac{N}{NS}]{NS}.
\]

Note that minimum step for varying the \( L \) values is 1. If the upper limit value \( \sqrt[\frac{N}{NS}]{NS} \) is less than 2, it can be replaced with \( S \). This is due to the fact that on each feature axis will not be more than the \( S \) points and feature axis partition on more than \( S \) intervals will obviously lead to occurrence of the empty intervals. For large \( N \) values, the given number of partitions \( S \) on each feature will lead to forming of a huge number of blocks equal \( S^{(k)} \), which make a computation very hard, and in some cases practically non-realizable. Therefore, it is reasonable in this case to set the value of the upper limit of \( L \) by the round(\( \log(S) \)), where round is function of rounding to the nearest integer number. Evaluation of indicator \( D \) for small values of \( L \) requires high cost of computing resources and computer memory resources than for large \( L \) values. However, the analysis accuracy for small \( L \) values will be lower while the generalization level will be higher than for large \( L \) values.

Consider possible ways to implement this method. If we assume that the data structure will be created containing the counters of instances numbers belonging to each of rectangular hyper-block in the feature space, it will require at least \( 2L^{(k)} \) memory cells where 2 bytes will be given to represent \( L^{(k)} \) integers. In turn, for each hyper-block we need to evaluate belonging of the sample instances, which would require about \( 2S L^{(k)} \) comparisons. This approach, obviously, is practically applicable only for small \( N \). Since to determine the fractal dimension it is not important to know how many instances hit in each
block, but it is important to know how many blocks contains instances, then to reduce the computational and memory costs are encouraged to use the following approach.

The advantage of the described method and of the sample quality indicator determined on its basis is the fact that they does not depend of the model synthesis method, and of the results of its work and allow to evaluate the properties of the single sample.

The disadvantages of this method are the uncertainty in the choice of the \( L \) parameter value, and absence of relation between the method and the quality of the synthesized model.

3 MATERIALS AND METHODS

The decision tree model consists of nodes connected by the links. The node can be a root (having no parents), a leaf (having no successors), or an internal (having parent and successors nodes). Each node of the tree (excluding leaves) contains check on one of the features. As a result of checking the recognized instance on this node, it will be redirected to one of the successor nodes of this node, depending on what interval of checked feature values it falls into.

For a decision tree based model, we define the fractal dimension as the minimum number of rectangular blocks in the feature space needed to cover the training data set. Since the leaf nodes of the model based on the decision tree correspond to rectangular areas in the feature space, and the instances of the training sample belong by the model only to these areas, the number of leaf nodes in the tree is the fractal dimension of the decision tree.

Let \( U_i \) is a type of the \( i \)-th node of the tree (\( u_i = 1 \) if \( i \)-th node is a leaf; \( u_i = 0 \), otherwise), \( U \) is a total number of tree nodes. Then the number of hyperblocks with the side of \( l \) size covering the sample in the normalized feature space can be evaluated as:

\[
n(l) = \sum_{i=1}^{U} u_i.
\]

By analogy for \( k \)-th class in the sample we can define:

\[
n_k(l) = \sum_{i=1}^{U} \mathbb{1}\{u_i = 1, y^i = k\}, k = 1, 2, ..., K,
\]

where \( y^i \) is a class of majority of instances hit to the \( i \)-th node, which is a leaf, \( K \) is a number of classes.

It is obviously, that

\[
n(l) = \sum_{k=1}^{K} n_k(l).
\]

To estimate the fractal dimension of a model based on a decision tree, we will use an approach similar to neural networks [33–35].

Initialization stage. Set the training sample \( \langle x, y \rangle \), the model synthesis method, the model training quality crite-

\[
D_{tree} = \left\lfloor \log(n(l)) \right\rfloor \left( \frac{\log\left( \frac{1}{\epsilon} \right)}{\log(7)} \right) \leq \epsilon.
\]

This method operates by rectangular blocks of equal size, covering by them the feature space. The single controlled parameter of the method is given threshold value of the model error \( \epsilon \).

Obviously, the smaller the given \( \epsilon \) value, the more detailed model should be, i.e., it will need to form a larger number of clusters \( Q \), and hence the greater should be the \( L \) value. Accordingly, with a decrease of the given \( \epsilon \), the cost of computing resources and computer memory resources will increase for the sample analysis.

The advantage of the proposed method and sample quality indicator determined on its basis is the fact that they are related with quality indicator of the synthesized model, and automatically sets the optimum value of the \( L \).

The disadvantages of the proposed method are the uncertainty of \( \epsilon \) parameter values choice and its dependence on the training quality and model functioning principles on which it is defined. It should also be noted that the error function used in the method is only one of the synthesized model characteristics, but it does not take into account the model dimension and generalizing properties.

Therefore, the fractal dimension of the trained model is proposed to be determined on the basis of the below method taking into account the model dimension.

In addition to the tree fractal dimensionality we can take into account complexity of calculations.

For \( i \)-th node it’s complexity of checking \( c_i \) can be obtained as number of \( i \)-th node’s successors.
For \( i \)-th leaf node the complexity of achieving \( c_i^w \) can be evaluated as a sum of complexities of checking of all nodes in the path from the tree root to the \( i \)-th leaf node.

For the tree model the worse complexity of computations can be estimated as the maximal complexity of the leaf nodes:

\[
c_{\text{tree}}^w = \max_{i=1,2,...,U} \{ c_i^w | U_i = 1 \}.
\]

For the tree model the average complexity of computations can be estimated as the average complexity of the leaf nodes:

\[
c_{\text{tree}}^a = \frac{1}{n(U)} \sum_{i=1}^U \{ c_i^a | U_i = 1 \}.
\]

Generally, when the model error is acceptable, we need to minimize the average computational complexity of leaf nodes reaching, as well as minimize the worst complexity of leaf nodes reaching.

For the decision tree model synthesis the proposed set of fractal indicators allows to define a system of criterions:

\[
\begin{align*}
D_{\text{tree}} & \rightarrow \min \\
c_{\text{tree}}^a & \rightarrow \min \\
c_{\text{tree}}^w & \rightarrow \min
\end{align*}
\]

Since in the general case the number of features in the original set and the number of features used by the model based on the decision tree may differ, it is advisable to consider it as a characteristic of the model quality. Then it is possible to determine on its basis the coefficient of features reduction as:

\[
I_N = \frac{N}{N'} \leq N' \leq N.
\]

Obviously, the greater the coefficient of feature reduction, the simpler the model, provided that acceptable accuracy is achieved. In the best case \( I_N = N' \), in the worst case \( I_N = 1 \).

It is possible also to define one joint multiplicative criterion for decision tree model synthesis based on the fractal analysis as:

\[
F_{\text{tree}} = \frac{D_{\text{tree}} c_{\text{tree}}^a c_{\text{tree}}^w}{I_N} \rightarrow \min.
\]

Using proposed fractal indicators as individual, and as combined it is possible to solve different tasks in the process of decision tree model synthesis from unified point of view.

4 EXPERIMENTS

To study the complex of proposed sample and model fractal indicators they were implemented in software. The developed software was used in computational experiments to study the applicability of proposed indicators for solving the problems of automatic classification.

Several datasets for different tasks [4, 36–38] characterized in Table 1 were used for experimental study.

<table>
<thead>
<tr>
<th>Task</th>
<th>Source</th>
<th>( N )</th>
<th>( S )</th>
<th>( K )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fisher Iris</td>
<td>[36]</td>
<td>4</td>
<td>150</td>
<td>3</td>
</tr>
<tr>
<td>Agricultural plant classification</td>
<td>[37]</td>
<td>55</td>
<td>248</td>
<td>2</td>
</tr>
<tr>
<td>Diagnosis of Arrhythmia</td>
<td>[38]</td>
<td>279</td>
<td>452</td>
<td>2</td>
</tr>
</tbody>
</table>

For this datasets several series of experiments were conducted.

The first series of experiments were devoted to study the methods of data dimensionality reduction using fractal indicators for model synthesis. Here it is needed to evaluate fractal dimensionalities of original datasets and their classes. Then is possible to study dependencies of \( n(l) \) from \( l^{1/4} \) for the entire sample and the classes, for different given \( \varepsilon \) values and obtained values of error \( E \), as well as dimensions of the formed data subsample: subsample size \( S \) and feature subset size \( N' \).

The second series of experiments were concerned to study the methods of decision tree model synthesis using fractal indicators. For each task we need to built a tree model and study dependencies between sample properties and proposed indicators.

5 RESULTS

For each data set as a result of the experiments, the fractal dimensions of the data and the decision tree models constructed on their basis are calculated.

For example, the computed fractal dimension of the sample for the Fisher Iris data set [36] is \( D = 0.59034 \), and fractal dimension assessments of the classes: \( D_1^{(1)} = 0.68223 \), \( D_3^{(2)} = 0.6212 \), \( D_5^{(3)} = 0.53407 \).

Graphs of dependencies from \( l^{1/4} \) in a logarithmic system of coordinates for the entire sample and the classes are shown in Fig. 1 and Fig. 2, respectively. On Fig. 2 markers of different sizes encode the different classes.
Figure 2 – Graphs of dependencies of \( n_i(l) \) of classes from \( l^{-1} \) in a logarithmic coordinate system

Fig. 3 shows the schematic graph of generalized dependencies of \( n(l) \) of sample from \( l^{-1} \) in a logarithmic system of coordinates for different set values of \( \varepsilon \) and obtained values \( E \).

Fig. 4 presents the schematic graph of generalized dependency of \( n(l) \) from \( l^{-1} \) in a logarithmic coordinate system for varied values of \( N' \) and \( S' \).

Fig. 5 shows the schematic graph of generalized dependencies between \( c_{\text{tree}} \) and \( c'_{\text{tree}} \).

Fig. 6 presents the schematic graph of generalized dependencies between \( D_{\text{tree}} \) and \( c_{\text{tree}}' \).

Fig. 7 shows the schematic graph of generalized dependency between \( F_{\text{tree}} \) and \( I_N \).

Fig. 8 presents the schematic graph of generalized dependencies between \( F_{\text{tree}} \) and \( D_{\text{tree}} \).
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6 DISCUSSION

As it can be seen from Fig. 1 and Fig. 2 the proposed indicators of the fractal dimension allow show the differences between classes. These indicators can be used in methods of sample selection, defining quality criteria of formed subsamples on the base of the proposed indicators of the fractal dimension.

If formed subsample or its classes on indicators of the fractal dimension are significantly differ from similar parameters of the original sample, it is possible that, the sample does not have the representativeness relative to the original sample. Also the proposed indicators at the several subsamples-candidates comparing could be used as their quality measures: among subsamples-candidates should be preferred that which have indicators of the fractal dimension with closest values to the original sample indicators values.

As it can be seen from Fig. 3, a change of the specified components of formed subsample dimension (number of features $N$ and the number of instances $S$), as also $E$ and $\varepsilon$ affect the position of the straight line connecting points of dependence $n(l)$. The greater the $\varepsilon$ value the greater the $n(l)$ and the less the $E$ value the greater the $n(l)$.

From the Fig. 4 we can see that the less $S$ value and the bigger the $N$ value the bigger the $n(l)$ value.

As it can bee seen from thr Fig. 5 the bigger the $c_{\text{tree}}^w$ the bigger the $c_{\text{tree}}$. The smaller $c_{\text{tree}}$ comparing with $c_{\text{tree}}$ the slower $c_{\text{tree}}$ grow.

Fig. 6 indicates that the bigger $c_{\text{tree}}$ value the bigger the $D_{\text{tree}}$ value. If we have decreasing of $l$ or $n(l)$ or $U$ or $c_{\text{tree}}$ then $D_{\text{tree}}$ value will grow slowly comparing with increasing of $l$ or $n(l)$ or $U$ or $c_{\text{tree}}$.

From the Fig. 7 we can bring that the bigger the $I_N$ value the less the $F_{\text{tree}}$ value. If model complexity of computations ($c_{\text{tree}}$ and/or $c_{\text{tree}}$) increased then the bigger $F_{\text{tree}}$ and vice versa.

As it can be seen from the Fig. 8 the $F_{\text{tree}}$ indicator will receive the greater value the greater the $D_{\text{tree}}$, $l$, $n(l)$, $N$, $c_{\text{tree}}$, $c_{\text{tree}}$ and the less the $I_N$ indicator value.

CONCLUSIONS

The urgent problem of decision tree model synthesis using the fractal analysis is considered in the paper.

The scientific novelty of obtained results is that the fractal dimension for a decision tree based model is defined as for whole training sample as for specific classes. The method of the fractal dimension of a model based on a decision tree estimation taking into account model error is proposed. It allows to build model with an acceptable error value, but with optimized level of fractal dimensionality. This makes possibility to reduce decision tree model complexity and to make it no interpretable.

The set of indicators characterizing complexity of decision tree model is proposed. It contains complexity of node checking, complexity of node achieving, an average model complexity and worst tree model complexity of computations. On the basis of proposed set of indicators a complex criterion for model building is proposed. The indicators of the fractal dimension of the decision tree model error can be used to find and remove the non-informative features in the model.

The practical significance of obtained results is that the developed indicators and methods are implemented in software and studied at practical problem solving. The conducted experiments confirmed the operability of the proposed software and allow recommending it for use in practice for solving the problems of model building by the precedents.

The prospects for further study may include the optimization of software implementation of proposed methods and indicators, also as experimental study of proposed indicators on the larger complex of practical problems having different nature and dimension.
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АНОТАЦІЯ

Актуальність. У статті розглядається проблема синтезу моделі на основі дерева рішень з використанням фрактального аналізу. Об’єктом дослідження є дерево рішень. Предметом дослідження є методи синтезу та аналізу моделей на основі дерева рішень.

UDK 004.93
Мета роботи — створення методів і фрактальних індикаторів, що дозволяють спільно вирішити задачу синтезу моделі на основі дерева рішень і завдання скорочення розмірності навчальних даних за допомогою едіного підходу, заснованого на принципах фрактального аналізу.

Метод. Фрактальна розмірність для моделі на основі дерева рішень визначена як для всієї навчальної вибірки, так і для кожного класу. Запропоновано метод визначення фрактальної розмірності моделі, заснований на відношені числа між різними рівнями фрактальної розмірності, що дозволяє зменшити складність моделі дерева рішень і збільшити її більш зрозумілою. Заапропоновано набір показників, що характеризують складність моделі на основі дерева рішень. Він містить складність перевірки вузлів, складність досягнення вузла, середню і найгіршу складність обчислень моделі дерева. На основі запропонованого набору показників запропоновано комплексний критерій побудови моделі. Індикатори фрактальної розмірності помітно активізують модель дерев за рахунок корисного для пошуку і видалення неінформативних ознак в моделі.

Результати. Розроблені показники і методи реалізовані в програмному забезпеченні і вивчені при вирішенні практичних завдань. В результаті експериментального дослідження запропонованих показників отримані графіки залежностей між ними, включаючи графіки залежностей числа гіперблоків, що охоплюють вибірку в просторі ознак, від розміру боку блоку: для всієї вибірки, для кожного класу, для різних встановлених значень помилок і отриманих значень помилок, для різних значень результатуючих чисел ознак і екземплярів, також графік залежності між середньою і найгіршою складностями дерева, фрактальної розмірності дерева рішень срівняння дерева, об’єднаним критерієм і індикатором скорочення набору ознак, а також між спільним критерієм і фрактальною розмірністю дерева.

Висновки. Проведені експерименти підтвердили працездатність запропонованого математичного забезпечення та дозволяють рекомендувати його для практичного використання для вирішення завдань побудови моделей по прецедентах.

КЛЮЧОВІ СЛОВА: дерево рішень, вибірка, фрактальна розмірність, індикатор, складність дерева.
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АНОТАЦИЯ

Актуальность. В статье рассматривается проблема синтеза модели на основе дерева решений с использованием фрактального анализа. Объектом исследования являются деревья решений. Предметом исследования являются методы синтеза и анализ моделей на основе деревьев решений.

Цель работы – создание методов и фрактальных индикаторов, позволяющих совместно решить задачу синтеза модели на основе деревьев решений и задачу улучшения размерностей, содержащих данных, с помощью единого подхода, основанного на принципах фрактального анализа.

Метод. Фрактальная размерность для модели на основе дерева решений определена как для всей обучающей выборки, так и для каждого класса. Предложен метод определения фрактальной размерности модели, основанный на оценке деревьев решений с учетом погрешности модели. Это позволяет построить модель с приемлемым значением ошибки, но с оптимизированным уровнем фрактальной размерности, что позволяет уменьшить сложность модели дерева решений и сделать ее более понятной. Предложен набор показателей, характеризующих сложность модели на основе дерева решений. Он содержит сложность проверки узла, сложность достижения узла, среднюю и наихудшую сложность вычислений модели дерева.

На основе предложенного набора показателей предложен комплексный критерий построения модели. Индикаторы фрактальной размерности ошибки модели дерева решений могут быть использованы для поиска и удаления неинформативных признаков в модели.

Результаты. Разработанные показатели и методы реализованы в программном обеспечении и изучены при решении практических задач. В результате экспериментального исследования выявлены показатели, позволяющие характеристик зависимостей чисел, охватывающих в выборку в пространстве признаков, от размера стороны блока: для всей выборки, для каждого класса, для различных уставновленных значений ошибок и полученных значений ошибок, для различных значений, соответствующих числу признаков и экземпляров, также графиков зависимостей между средней и наихудшей сложностями дерева, фрактальной размерностью дерева решений и средней сложностью дерева, объединенным критерием и индикатором сокращения набора признаков, а также между совместным критерием и фрактальной размерностью дерева.

Выводы. Проведенные эксперименты подтвердили работоспособность предложенного математического обеспечения и позволяют рекомендовать его для практического использования для решения задач построения моделей по прецедентам.
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