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ABSTRACT

Context. For the proper operation of the hardware and software systems, it is necessary that the hardware component receives data only from the corresponding software. Otherwise, the data received from extraneous programs that can be perceived and processed by the device, which can lead to errors in the operation of the device or even a complete loss of its functionality or data.

Objective. In order to increase the reliability of legal software data and identify the challenges of the transfer of blocks, this article focuses on a comprehensive study of the problems arising from the transmission of information in the form of separate data blocks.

Method. The methods of integrity control in modes of transmission are described. The method based on hashes and block delivery time is analyzed in detail, analysis the methods of reducing the probability of errors occurring in the receiver and the possibility of reducing the reception of the extraneous blocks when receiving individual blocks of information. This is done by using a set of mathematical equations. And measure the extent of the effect of intensity of receiving extraneous blocks and hash field length.

Results. In the process of analyzing systems in which information is transmitted by block, when using the method of formation of information chains based on the method the hashes and the delivery time of the block, where we note, when the value of the hash field is equal to 6 or more, the probability of occurrence of duplicate branches is acceptably low. Where, when hash field more then 6, the parameter of length of a chain practically does not affect the final probability of constructing a chain from the extraneous blocks. The very same value of the probability of constructing a false chain, the length exceeding the chain of legal blocks at hash field more 6 is about 10–3, which it’s acceptable for real information transmission systems.

Conclusions. Based on the analysis, we can conclude that in systems in which information is transmitted block by block, when using the method of generating information chains based on the hash and block arrival time, with a hash field of 6 or more, the probability of occurrence of duplicate branches is acceptably low.
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ABBREVIATIONS

FB is a foreign block;
FC is a foreign chain.

NOMENCLATURE

\( F_{hash} \) is a hash-function;
\( H \) is a length of the hash field;
\( K \) is a parameter of simulated (intensity of receiving extraneous block);
\( L \) is a length of a chain;
\( N \) is a number of block;
\( P_B \) – probability of receiving blocks from of the correct chain;
\( p_c \) is a probability of adding the first incoming foreign block to the chain;
\( p(i) \) is a binomial law of the received blocks are distributed;
\( P_FB \) – probability of receiving the foreign block;
\( p(n_{FB}, l) \) – probability of obtaining the receiver exactly \( n_{FB} \) blocks during the time of obtaining \( l \) legal blocks;
\( S_{false} \) is a block from another chain;
\( S_{rec}^{inf} \), \( S_{rec}^{hash} \) is an information part of the incoming block number \( r \).

INTRODUCTION

Technology block-chain, that integration into a structured sequence of information, which represented in the form of separate blocks due to the use of the cryptographic hashing functions, it has recently gained wide popularity.

The identification information of the received block is compared with the information processed according to rules of information from the information blocks that already received by the receiver to the present moment, and, in case of coincidence, the block is added to the sequence as shown in Figure (1).

As practice shows, the approaches used in modern blockchain systems, where the large blocks of information are structured and unacceptable for chains consisting of small size blocks, accordingly, having hashes with a length that does not allow us to talk about a negligible probability of their coincidence, as in the case of standardized algorithms for cryptographic hashing. We are talking about blocks of information that size up to several tens of bits, which are used in radio identification systems, as instructions for the program the control of devices, etc. [6].
The object of study is a comprehensive study of the problems arising from the transmission of information in the form of separate data blocks.

The subject of study is the methods of integrity control in modes of transmission are described. The method based on hashes and block delivery time is analyzed in detail, analysis the methods of reducing the probability of errors occurring in the receiver and the possibility of reducing the reception of the extraneous blocks when receiving individual blocks of information.

The purpose of the work is to increase the reliability of legal software data and identify the challenges of the transfer of blocks.

1 PROBLEM STATEMENT

There are many options for formation of identification data of information blocks and their analysis.

1. Only the hash of the previous blocks is used as identification data. The receiver analyzes the hashes of all received blocks and determines the location of the newly received blocks.

2. Only the hash of the previous blocks is used as identification data, but the receiver when determining the location of the block in the chain, takes account the time of its receipt. That means, if the one block arrived at the receiver later than the other, then in the formed chain it should take place with a higher index.

3. The hash of the previous blocks and the block index in the chain are used as identification data. The block index in the chain refers to uniquely positions of the block in the chain, while the hash is used exclusively to prevent extraneous blocks from entering to the chain.

Each of the described approaches has advantages and disadvantages for determining the membership of the chain block.

Based on the calculation of hashes, there is a little repetition of the information if it is compared with a method based on the calculation of hashes and the block index in the chain. The disadvantage is the complexity of determining the location of the block in the chain, because this requires comparing with the all hashes blocks in the chain. And if the chain is longer, that mean, this process will take a long time.

The disadvantage of the method based on the calculation of hashes and the delivery time of the block is the impossibility of responding this situation, when the information block issued earlier came as a result of delays later than the subsequent one. This situation is possible in telecommunication networks (wired and remote communication). In addition, the algorithm becomes more complicated to separate the blocks from several chains, in the case, when the blocks formed by several sources are transmitted through one communication channel. The advantage of this method includes the fact that the delivery time of the block itself adds more information about the block and its place in the chain. At the same time, it does not create additional redundancy information, which allows achieving the same reliability transmission characteristics as in the method based on hash functions, with a shorter length of the hash field itself.

The method of identifying the block based on the hash and the block index in the chain is the most reliable, both in terms of the reliability of the receiver separation of information blocks of different chains, and in terms of the algorithmic complexity of the formation of the block chains themselves. In the latter case, the block index determines a uniquely place in the chain [10]. But this is causing the main drawback of this method – the length of the chain is limited because the maximum size which is determined by the bit width of the index field. In addition, we obtain additional information redundancy, since instead of a probabilistic approach to determining the place of a block in chains by its hash (which means losing some of the information, and hence a decrease in the length of additional fields) we have a strictly defined index value [11, 12].

Let’s consider in more detail one of the methods – based on hashes and block delivery time. The incoming data block $S_{rec}$ consists of the information part $S_{inf}^{rec}$ and the hash result $S_{hash}^{rec}$, that obtained from the data of the previous block of the chain [13, 14]:

$$S_{rec} = \{S_{inf}^{rec}, S_{hash}^{rec}\}. \tag{1}$$

If the hash, calculated from block number $r$, the last chain block at the current moment, coincides with the hash $S_{hash}^{rec}$, then the block $S_{rec}$ will be added to the chain and becomes the last one:

$$S_{rec}^{hash} = F_{hash}(S_{inf}^{r}). \tag{2}$$

It is natural, with this approach raises the issue of collisions. If a block from another chain $S_{false}$ (while we do
not consider how it was formed as a result of the actions of intruders or because availability of several sources of chain formation) arrives to the receiver, and its hash matches with the hash that obtained from the last block of the current chain:

\[
S_{\text{false}}^\text{hash} = F_{\text{hash}}(S^\text{inf}_r),
\]

(3)

this “extraneous” block will be added to the chain as block number \( r+1 \), and the “correct” block number \( r+1 \) that comes after it will be ignored because of the mismatch of its own hash with another hash, that obtained from the data of the “extraneous” block:

\[
S_{r+1}^\text{hash} \neq F_{\text{hash}}(S^\text{inf}_r).
\]

(4)

To prevent this situation, it is necessary to compare the hash of the received block not only with the hash from the last block of the chain, but also with all hashes that obtained from all the blocks that make up the chain until the present moment. Let \( a_{j+1} \) is a number of words, received in the receiver, the hash of which coincided with the hash formed from the \( j \)-th word in the chain:

\[
\begin{align*}
S_{j,a} &= S^\text{rec}_r \cdot a_j = a_j + 1, \\
\text{if } S_{\text{rec}}^\text{hash} &= F_{\text{hash}}(S^\text{inf}_r), j = 1, r.
\end{align*}
\]

(5)

But as a result, the chain of blocks is processed by the receiver and transformed into a tree, as shown in Figure (2), where the numbers refer to the block numbers in the corresponding chain, and the number in bracket refer to the branch number of the block in the block tree.

In addition to the complexity of storing that similar to the tree structure, like this approach leads to a number of problems that we will be considered below.

The problem of duplicating branches in a chain occurs when the hash of the received block coincides not only with the hash from the last block of the chain, but also with all hashes that obtained from all the blocks that make up the chain until the present moment. Let \( a_{j+1} \) is a number of words, received in the receiver, the hash of which coincided with the hash formed from the \( j \)-th word in the chain:

\[
S_{j,a} = S^\text{rec}_r \cdot a_j = a_j + 1, \\
\text{if } S_{\text{rec}}^\text{hash} = F_{\text{hash}}(S^\text{inf}_r), j = 1, r.
\]

(5)

But as a result, the chain of blocks is processed by the receiver and transformed into a tree, as shown in Figure (2), where the numbers refer to the block numbers in the corresponding chain, and the number in bracket refer to the branch number of the block in the block tree.

In addition to the complexity of storing that similar to the tree structure, like this approach leads to a number of problems that we will be considered below.

The problem of duplicating branches in a chain occurs when the hash of the received block coincides not only with the hash from the last block of the chain, but also with all hashes that obtained from one of the earlier blocks. As a result of this situation, when receiving subsequent blocks, they will be attributed not only of the main chain as shown in the figure (2), but also to the secondary, since their hashes will completely satisfy the inclusion condition both one, and another branch of the chain.

There are three methods to resolve this problem. The first method is to choose the longest chain from all the possible branches of the chain.

The second method involves changing the format of the blocks, where there is one hash from several consecutive blocks of a chain that controls on the sequence of these blocks. This would reduce, though not completely exclude, the possibility of the formation of such side branches in the chain [15, 16].

The third method is to periodically check the length of all the chains and cutting those that do not correspond to the threshold conditions. For example, the length of the chain is less than the length of the maximum chain by a fixed value \( L \). In this case, we allow the erroneous to the removal of the correct chain. The present work is devoted to the consideration of this method and the study of its characteristics.

In system where the positioning of the block is carried out exclusively by matching the hash of the current block, the probability of duplicate chains is determined only by the hash field length \( H \) in bits. In turn, the probability of incorrect selection of chains depends on the value of \( L \) — the difference between the length of the longest chain in the tree and the shortest one that has not yet been cut off. Below we describe a method that allows you to determine the relationship between these two parameters and the probability of erroneous deletion of the correct chain.

2 REVIEW OF THE LITERATURE

At the same time, similar approaches have been used earlier to authentication of two subjects of exchange information [1–3]. The principle of interaction between the source (the generator of information blocks) and the receiver (recipient of information blocks) is based on the fact that identification information generated in some way is added to a block and usually add a hash of one or several previous information blocks, which allows to accurately determine, firstly, the identity of the specific sequence of the information block, secondly, the place of the block in sequence.

Once recorded, the data in any given block cannot be altered retroactively without the alteration of all subsequent blocks, which requires collusion of the network majority. This iterative process confirms the integrity of
the previous block, all the way back to the original genesis block. Because of the properties of hash functions, a slight change in data will change the hash drastically. This means that any slight changes made in any block, will change the hash which is stored before this block and so on and so forth [4, 5]. This will completely change the chain, which is impossible.

With the rapid development of transfer blocks technology, different industries gradually realize technological superiority. In the meantime, there are still some technical challenges and limitations in mass transfer technologies and data to the real source. A good example for this is the problems and security risks in blockchain application are becoming more and more obvious, such as 51% attack [7] and limited size of block [8]. Sometimes separate blocks can be produced concurrently, creating a temporary fork. In addition to a secure hash-based history, any transfer blocks technology has a specified algorithm for scoring different versions of the history so that one with a higher value can be selected over others. In order to identify the challenges of the transfer of blocks, this paper is a comprehensive study of the problems that arise from the use of the method the hashes and the delivery time of the block and the possibility of reducing the reception of extraneous blocks [9].

The problem of embedding the extraneous block in a chain occurs when the one or several blocks of extraneous chains fall into the gap between two adjacent blocks of the chain, the hashes of which satisfy the condition of their inclusion in the chain. As a result, the chain extends over these several extraneous blocks. If, by analogy with the problem of duplicating chains, compare the hash of the incoming block not only with the hash from the last block of the chain, but also with all hashes that obtained from all the blocks included in the chain until the present moment, then we get a tree in which the longest chain is a chain with extraneous blocks. The correct chain is shorter than the maximum chain by one or more blocks. Accordingly, of the methods described above to counter the formation of erroneous chains, the only acceptable can only be the control of individual consecutive blocks by using an additional hash field [17, 18].

3 MATERIALS AND METHODS
To find the dependence between values L and H and the probability of incorrect chain clipping, we apply the same mathematical model as in [19]. Let’s imagine the process of receiving information blocks by the receiver (both blocks of the correct chain, and the extraneous blocks – blocks of other chains and random blocks that received by the receiver) as a random Poisson process, this a process without a background in which the probability of obtaining the next block does not depend on how much the period that blocks were received before it. Let the intensity of obtaining extraneous blocks K times more than the intensity of the formation of blocks of the legal or correct chain:

\[ P_{FB} = K \times P_B. \]  

Since we are using a method based on the elimination of those chains that are less than the maximum by any number L, it’s logical to check the hash of each newly obtained block for a match with the hashes of not all blocks and branches of the chain, but only with those that belong to the branches that depart from the last L blocks of the longest chain to the present moment. To do this we assume that the longest chain to the beginning of the simulation consists entirely of legal blocks and the number of these blocks is N.

Let in this time, during the receiver receives l blocks, the number of extraneous blocks will be \( n_{FB} \). This number will be distributed according to the Poisson law with the expectation \( K \times l \):

\[ p(n_{FB}, l) = \frac{(K \cdot l)^{n_{FB}} \cdot e^{-(K \cdot l)}}{n_{FB}!}. \]  

The probability of adding a block to any chain is determined by the width of the hash field: \( p_c = 2^H \), where H is the length of the hash field in bits.

Next, we will implement the following reasoning. Each block comes independently of the other and can be simultaneously added to the several branches. If we consider a specific block, the first incoming foreign block will be added to the chain after it with probability \( p_{FC} \), and ignored with probability \((1 - p_{FC})\). For the second and third block that came, the probabilities are similar. The probability of forming a chain of three blocks will be \( (p_c)^3 \), the probability of forming a chain of two blocks will be the sum of three terms:

\[ -p_c \times (1 - p_c) - \text{The probability that the first two blocks are added and the third is ignored.} \]
\[ -p_c \times (1 - p_c) \times p_c - \text{The probability that the first and third blocks will be added and the second is ignored.} \]
\[ -(1 - p_c) \times p_c \times p_c - \text{The probability that the second and third blocks will be added and the first is ignored.} \]

The probability of forming a chain from one block will also be equal to the sum of three terms:

\[ -p_c \times (1 - p_c) \times (1 - p_c) - \text{probability that the first block will be added,} \]
\[ -(1 - p_c) \times p_c \times (1 - p_c) - \text{probability that the second block will be added,} \]
\[ (1 - p_c) \times (1 - p_c) \times p_c - \text{probability that the third block will be added.} \]

The probability of ignoring all the blocks (the construction of length a chain is zero) will be \( (1 - p_c)^3 \). Similar reasoning can be carried out for an arbitrary number of extraneous blocks. It can be seen, the probability of adding to an arbitrary block of a branched chain of length \( l \) of blocks from \( n_{FB} \) of the received blocks are distributed according to the binomial law:

\[ p(i) = C_{n_{FB}}^i \cdot (p_c)^i \cdot (1 - p_c)^{n_{FB} - i}. \]
Let us define the probability \( p_{FC} \) of constructing a chain from the extraneous blocks, where length longer than the number of legal blocks. This will happen in the event that during the time during which the receiver receives and writes a new block to the chain, from the block under the number \( N \) will be built a branch not less than 2 extraneous blocks, from the block under the number \( N-1 \) will be built a branch not less than 3 extraneous blocks, etc., up to the block under the number \((N-L+1)\), from the length of a chain \((L+2)\) and more should be constructed as shown in Figure (3).

In common case, combining the received expression with the formula for \( p(n_{FB}, l) \) at \( l=1 \):

\[
p_{FC} = \sum_{v=2}^{\infty} \frac{K^{v} \times e^{-K}}{v!} \times \sum_{l=1}^{L} \sum_{j=1}^{l} C_{n_{FB}}^{j} \cdot (p_{C})^{j} \cdot (1-p_{C})^{n_{FB}-j}. \tag{10}
\]

4 EXPERIMENTS

In Figure (4) are presented graphs dependence on the probability of constructing a chain from extraneous blocks that length longer than the number of legal blocks, the intensity of receiving extraneous blocks \( K \) and the length of the hash field \( H \) in bits and the number of blocks \( L \) which extraneous blocks can be attached.

Calculations show the number of blocks \( L \) which blocks can be joined by extraneous blocks, does not effect on the probability of constructing a long chain from extraneous blocks.

This is easily explained by the fact that the probability of constructing long chains of extraneous blocks is negligible, if compared with the probability of constructing branches with a length of one or two blocks. like this chains can be lead to the error of determining the longest chain that only starting from the last (the penultimate legal block of a chain).This is clearly to seen in the figure (5), where the graphs dependence of \( p_{FC} \) on \( L \) that represent a practically horizontal straight line starting with the values \( L = 3 \ldots 5 \).

5 RESULTS

Based on the graphs received, we can conclude what contribution to the final probability of the \( p_{FC} \) that make certain of its components. It can be seen that depending on the value intensity of receiving extraneous blocks \( K \), the sum of the probabilities of constructing side chains that are more than legal blocks length, from the last 2 is...
from 80% to 95% of the total probability of constructing side chains from all L last blocks. For the sum of probabilities for the last 4 blocks, this is increases to 98% - 99.9%. These values will be useful to us in the future, when modeling of the receiver by the receiver of more than one legal of block or in the situations, when the time of obtaining the last legal block by the receiver is already available, in addition to the main a number of side chains.

Finally, we explore the impact length of the hash field on the probability of constructing a long chain of extraneous blocks. In Figure (6) shows this dependence for greater clarity on a logarithmic scale. It can be seen this is practically an exponential dependence of the form

\[ p_{FC} = k_1 e^{-H/k_1} \]

As an intermediate result, we can say that there is no great need to increase the parameter L – the number of blocks to which incoming blocks can be attached. If there are no additional conditions, it can be selected in the range from 3 to 6, varying only the length of the hash field during transmission, that depending on the observed intensity of receiving extraneous blocks. This parameter can be calculated dynamically as a ratio of the number of information blocks that received during a certain period, to the maximum lengthening for the same period of the longest chain [19].

Next, we simulate the interval during the receiver received more than one legal block. To do this, consider the chains that were formed at the time of obtaining N blocks (Figure (7)). In addition to the main chain, the chain \( V_{N+1}^{\text{L+1}} \) to which the resulting blocks can be attached. This is due to the fact that the chain \( V_{N+1}^{\text{L+1}} \) is impossible to join the blocks because to the above limitations. Also, based on the results that obtained above, we can say that the probability the length of the chain \( V_{N+1}^{\text{L+1}} \) will exceed the number L is negligible if compared with the total probability \( p_{FC} \) (Depending on the length of the field, were the values from 10^{-1} to 10^{-3}).

Strictly speaking, each chain like this will be representing a bush the chains of arbitrary length.

Now we must take into account, that the chain \( V_{N+1}^{\text{L+1}} \) is formed from the extraneous blocks that obtained by the receiver between obtaining N and N+1 blocks, the chain \( V_{N+1}^{\text{N}} \) is formed from extraneous blocks that obtained by the receiver between obtaining N–1 and N+1 blocks, the chain \( V_{N+1}^{N-1} \) is formed from extraneous blocks that obtained by the receiver between obtaining N–2 and N+1 blocks, etc. Accordingly, the final probability of constructing a complex chain exceeding the main length, that determined by the sum of the probabilities of constructing chains \( V_{N+1}^{N} = V_{N+1}^{N-1} \) corresponding lengths. For a chain with the number \( v_{N+1}^{N} \) it is equal to \( (i+2) \).

For a chain \( V_{N+1}^{N} \), by analogies with formula (5), the expression takes the form:

\[ p_{FC} = \sum_{i=2}^{\infty} \frac{((i+1)K)^{i-2}e^{(i+1)K} \sum_{j=1}^{\infty} (p_0)^j (1-p_0)^{i-j}}{i!} \]  \( (11) \)

In General, considering that the construction of each of the L chains – is an independent event, the probability that at least one of them will exceed to the length of the chain from legal blocks:

\[ P_{FC} = 1 - \prod_{i=0}^{L-1} (1 - p_{FC}^{(i+1)}) = \prod_{i=0}^{L-1} \left[ 1 - \sum_{i=2}^{\infty} \frac{((i+1)K)^{i-2}e^{(i+1)K} \sum_{j=1}^{\infty} (p_0)^j (1-p_0)^{i-j}}{i!} \right] \]  \( (12) \)

The dependence of the probability \( p_{FC} \) on the parameter L is shown in Figure (8).
Figure 8 – graphs dependence on the probability of constructing a chain from extraneous blocks that length longer than the number of legal blocks, from the parameter L and the intensity of receiving extraneous blocks K for a fixed hash field length $H = 3$

a) $K = 3$; b) $K = 4$; c) $K = 5$

**6 DISCUSSION**

It can be seen that starting from $L = 10$, the increase of the probability of constructing a false chain is insignificant. The length of the hash field has the greatest impact on this probability. In the Figure (9) shows the dependence of $p_{FC}$ on $H$ and $K$. The region, that the most significant of the absolute values fall for the probability of constructing a false chain, it occurs in the range from $H = 3$ to $H = 6$. In the same range, the influence of the parameter value of $L$ on the required probability is significantly reduced.

Figure 9 – graphs dependence on the probability of constructing a chain from extraneous blocks that length longer than the number of legal blocks, the length of the hash field $H$ and the intensity of receiving extraneous blocks $K$ with $L = 4$

Figure (10) shows the relative dependence of the value of $p_{FC}$ on $H$ for different values of $L$. For $L = 18$ at each point, the probability of constructing a false chain at $L = 18$ is adopted. It can be seen, when $H > 6$, the parameter of $L$ practically does not affect the final probability of $p_{FC}$. The very same value of the probability of constructing a false chain, the length exceeding the chain of legal blocks at $H > 6$ is about $10^{-3}$, which it’s acceptable for real information transmission systems.

Figure 10 – Graph of the ratio of the value $p_{FC}$ for different values of the parameter $L$ to the value of $p_{FC}$ at $L = 18$ (intensity of receiving extraneous blocks $K = 5$).

a) $L = 6$; b) $L = 10$; c) $L = 14$

**CONCLUSIONS**

The above allows us to conclude that in the process of analyzing systems in which information is transmitted by block, when using the method of formation of information chains based on the method the hashes and the delivery time of the block, where we note, when the value of the hash field is equal to 6 or more, the probability of occurrence of duplicate branches is acceptably low. Where, when hash field more then 6, the parameter of length of a chain practically does not affect the final probability of constructing a false chain. The very same value of the probability of constructing a false chain at hash field more 6 is about $10^{-3}$, which it’s acceptable for real information transmission systems.
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АНОТАЦИЯ

Актуальность. У статті приділено увагу вибірковому вивченню проблем, що викликають передачу інформації у вигляді окремих блоків даних (кадрів, фреймів).

Мета. Описані методи контролю цілісності у таких способах передачі інформації. Детально розглянуто метод на основі геши-полів і часу доставки блоку.

Результати. У процесі аналізу систем, в яких інформація передається блоком, при використанні методу формування інформаційних ланцюгів на основі геши-полів і часу доставки блоку, пропонованих методами зниження ймовірності помилок, відновлюючих прийомів при приєднанні окремих блоків даних (кадрів, фреймів).

Висновки. На основі проведенного аналізу можна зробити висновок, що в системах, в яких інформація передається блоками, при використанні методу формування інформаційних ланцюгів на основі геши-полів і часу доставки блоку, пропонованих методами зниження ймовірності помилок, відновлюючих прийомів при приєднанні окремих блоків інформації, можлива постійна ефективність контроль автентичності.

КЛЮЧОВІ СЛОВА: розрахунок ймовірності, повідомлення обмеженої довжини; контроль автентичності; ймовірність повторюваних гілок; контроль автентичності; довжина ланцюгів на основі методу геши-полів і часу доставки блоку, де ми зазначаємо, коли значення геши-полів дорівнює 6.
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АННОТАЦИЯ

Актуальность. В статье уделяется внимание всестороннему изучению проблем, возникающих при передаче информации в виде отдельных блоков (кадров, фреймов).

Метод. Описаны методы контроля целостности в таких способах передачи. Детально рассмотрен метод на основе хешей и временных скачков блока, проанализированы методы снижения вероятности ошибок, возникающих в приёмнике при приёме отдельных блоков информации.

Результаты. В процессе анализа системы, в которых информация передается по блокам, при использовании метода формирования информационных цепочек на основе метода хэшей и временных скачков блока, где мы отмечаем, когда значение хеш-поля равно 0, более, вероятность появления дублирующих ветвей является приемлемо низкой. Когда хеш-пост был больше 6, параметры цепочки практически не влияют на конечную вероятность построения цепочки из посторонних блоков. Само же значение вероятности построения ложной цепочки, длина которой превышает длину допустимых блоков в хеш-посте больше 6, составляет примерно 10^{-3}, что приемлемо для реальных систем передачи информации.

Выводы. На основе проведенного анализа можно сделать вывод, что в системах, в которых информация передаётся по блокам, при использовании метода формирования информационных цепочек на основе хешей и времени поступления блока, при величине поля хеша от 6 и более вероятность возникновения дублирующих ветвей приемлема низка.

КЛЮЧЕВЫЕ СЛОВА: расчет вероятности, сообщения ограниченной длины, контроль подлинности, длина хеш-поля, дублирование ветвей в цепочке.
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