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ABSTRACT

Context. The general problem of constructing logical trees of recognition (classification) in the theory of artificial intelligence is
considered in this paper. The object of this study is the concept of the classification tree (a logical and an algorithmic ones). The
current methods and algorithms for constructing algorithmic classification trees are the subject of the study.

Objective. This work aims to create a simple and effective method for constructing tree-like recognition models on the basis of
algorithmic classification trees for the training set of discrete information, which is characterized by the structure of the logical
classification trees obtained on the basis of independent classification algorithms evaluated through the functional of calculating their
overall efficiency.

Method. The general method of constructing algorithmic classification trees is proposed. It builds a tree-like structure (a
classification model) for a given initial training data set. This structure consists of a set of autonomous algorithms of classification
and recognition which have been evaluated at each step (stage) of constructing the model based on the given initial dataset. Namely,
the method for constructing the algorithmic classification tree is proposed. The main idea of this method is to step by step
approximate the initial dataset of arbitrary size and structure using a set of independent classification algorithms. This method, when
forming the current vertex of the algorithmic tree (a node, a generalized feature) ensures the selection of the most effective (high-
quality) autonomous classification algorithms from the initial dataset. In the process of constructing the resulting classification tree
this approach can significantly reduce the size and complexity of the tree (the total number of branches, vertices and tiers of the
structure) and improve the quality of its subsequent analysis (interpretability), the possibility of decomposition. The proposed method
of constructing an algorithmic classification tree enables building different types of tree-like recognition models for a wide class of
problems in the theory of artificial intelligence.

Results. The algorithmic classification tree method, developed and presented in this work, was implemented in the software and
was studied and compared with the methods of logical classification trees (based on the selection of a set of elementary features)
when solving the problem of recognizing real data of the geologic type.

Conclusions. The results of the conducted experiments described in this paper confirm the functional efficiency of the proposed
mathematical software and show the possibility of its future use for solving a wide range of practical problems of recognition and
classification. Further research prospects and approbation may consist in developing a limited method of the algorithmic classifica-
tion tree, whose main points include the introduction of the criterion for stopping the procedure of constructing a tree model based on
the depth of the structure, optimization of its software implementations, introduction of new types of algorithmic trees, and also the
experimental research of this method while applying it for solving a wider range of practical problems.

KEYWORDS: algorithmic classification tree, pattern recognition, classification, classification algorithm, branching criterion.

ABBREVIATIONS H; is a set of patterns (classes) specified in the initial
TS — training set; TS:
CP — recognition system;
PR — pattern recognition;
GF — generalized feature;
RF — recognition function;
LCT — logical classification tree;

(Xj» Tr(Xj)) is a training pairs of the initial TS;
m is a total number of training pairs (objects of the

known classification) of the initial TS;
M is a total number of independent classification al-

ACT — algorithmic classification tree; gorithms &; in the set;
GFT — generalized feature tree; k is a total number of classes (patterns) of the set of
BFS — branch feature selection. signals G;
n is a total number of features (attributes) of a prob-
NOMENCLATURE lem (feature space dimension);
aj is a fixed independent classification and | is a value of class membership of discrete object X ;
recognition algorithms in the scheme of the algorithmic Gal,..., a is a subset of the initial G which is ap-

classification tree;
G is a some initial set of signals (discrete objects);
R is a partitioning into classes (patterns) H; speci- Sal,...,an is a number of occurrences in the TS of train-

fied in the initial data set G ; ing pairs which meet the condition X; € G, | 45 ;

proximated using the set of classification algorithms &;;

fR is a recognition function (RF) defined in the ini-

tial data set G ;
Xj is a discrete objects (signals) of the initial TS;
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Sé is a number of all training pairs of the initial
1seesly

TS which are correctly classified (when the basic mem-
bership requirement is fulfilled x; € Gal’---,ai S fr(xg)=1;

8,,...a; 18 @ frequency of occurrence of the members
—

of the sequence of discrete objects from the initial TS in
G . data set;

ay,...,a
wé .. 1s a frequency of membership of object X in
R

pattern (class) H ; provided that xe G,

,a; 2

Pa,,..q; 1 @ maximum frequency out of frequencies

\uj ,, regarding all the classes of the current problem;

R

Fg is a value which characterizes the quality of ap-
proximation of the initial TS using the set of classification
algorithms a;;

F is a function of recognizing the structure of the
classification tree;

mp is a number of all training pairs (x;, fz(x;)) of
the initial TS which are classified correctly;

Tr is a value which characterizes the efficiency of RF
for the initial TS regarding some set of classification algo-
rithms ay,...,q;;

f; 1s a some generalized feature constructed at j—
step of generating the algorithmic classification tree

model;
En,. is a classification errors, rejections (of the first

type) in the initial training data set;

Et,. is a classification errors, rejections (of the first
type) in the training data set;

Ty, 1s a characterizes the total time (hardware time)
which is necessary for building the current generalized
feature f;;

Ep;, is a information capacity (structural complexity)
of the constructed GF f; within the current step of

generating the algorithmic classification tree model;

Sy, is a total number of discrete objects X; of the
initial TS which are generalized (described) by the
specified generalized feature f;

P (TS) is a power (volume) of the initial TS (or its

fixed part for the current step of the scheme of
constructing the algorithmic classification tree);

Eryy is a total number of errors of the algorithmic
classification tree model in the data of the initial test set
as well as of the training set;

M 4y is a total power (volume) of the data of the
training set as well as of the test set;

Fryy is a characterizes the number of vertices of the

obtained algorithmic classification tree model with the
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resulting value fr (RF, i.e. the leaves of the classifica-

tion tree);
V4 18 a represents the total number of all types of

vertices in the structure of the algorithmic classification
tree model;
Oy, 1s a total number of generalized features used in

the classification tree model;
P,y is a total number of transitions between the verti-

ces in the structure of the constructed classification tree
model;
N 4y 1s a total number of different classification algo-

rithms that are used in the classification tree model;
Ip4in 18 @ indicator of generalizing data of the initial

TS using the classification tree;
Orain 18 a integral indicator of the quality of the algo-

rithmic classification tree model

INTRODUCTION

Today, the rapid scientific and technological ad-
vancements urge an engineer to solve the fundamentally
important problem that often arises when working with
large amounts of data. This is the problem of efficient
automatic construction of systems for processing large
amounts of information, decision-making systems, data
analysis systems. It is clear that the solution of this prob-
lem allows one to completely transfer the hard work re-
lated to designing a complex system to a computer and
release an engineer’s creative potential to solve other,
more important and relevant problems. Moreover, over-
coming this problem within the theory of artificial intelli-
gence along with automating the algorithm and software
construction of specific recognition systems in the form of
LCT / ACT models is the key to their high efficiency for
every real problem, and consequently will ensure the
rapid development of various fields of science and tech-
nology [1].

Information technologies based on mathematical
models of pattern recognition in the form of tree models
are widely used in systems of processing and analyzing
arrays of information. Apparently, this is due to the fact
that this approach eliminates a set of shortcomings typical
of classical methods and achieves a fundamentally new
result efficiently and rationally using the power of
computer information systems [2].

Today we know almost four thousand recognition
methods and algorithms which are based on various
approaches and concepts, but they all have certain
limitations in their use — accuracy, speed of operation,
memory. It should be underlined that each of the existing
classification algorithms is limited to certain specifics of
application problems (universality constraints), and this is
certainly the weakest point of not only these algorithms,
but also information systems in general, which are based
on the respective concepts [3, 4].

Decision trees, namely the structures of algorithmic
classification trees are the object of the study.
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Thus, the representation of training sets (arrays of
discrete information) containing large amount of data in
the form of structures of logical (algorithmic) trees has its
significant advantages in terms of economic description
and analysis of data, efficient mechanisms (procedures)
for working with them [4, 5]. The coverage of the TS with
the set of elementary features in the case with the LCT or
the coverage of the TS with the fixed set of autonomous
recognition and classification algorithms in the case with
the ACT, generates a fixed tree-like data structure (a tree
model) which provides even compression and conversion
of the initial training dataset. This approach enables the
significant optimization and saving of hardware resources
of the information system [6-9].

It is known that the field of application of the concept
of decision trees (LCT / ACT) is currently extremely
extensive; yet many tasks and problems which are solved
with the help of this instrument can be reduced to the
following three basic segments — problems of describing
data structures, recognition and classification problems,
regression problems [10]. The vast majority of modern
schemes of methods for constructing classification trees
are known in the literature as ‘divide and conquer’. It
should be noted only that when this scheme is applied, the
classification tree will be constructed in the direction from
top to bottom [11].

An arbitrary structure of the classification tree (LCT /
ACT) is presented in the form of branches and nodes, and
on the branches of the tree there are some labels
(attributes, values) on which the target function depends
(in the case of the ACT — independent classification
algorithms, sets of GFs), and the nodes (vertices) contain
the RF values (the values of class membership) or the
extended attributes of transitions.

The central issues of the concept of classification trees
remain the ones linked to the choice of the branching
criterion (constructing or selecting vertices), the branching
stopping criterion (constructing the classification tree
structure), and the criterion for rejecting branches of the
logical tree (subtrees). This gives rise to the fundamental
issue of the theory of classification trees which consists in
the possible construction of all variants of logical trees that
correspond to the initial TS and the selection of the mini-
mal classification tree according to the depth, structural
complexity (the number of tiers) [12—15].

The methods and algorithms for constructing
algorithmic classification trees (decision trees) are the
subject of research.

An important point about the existing methods of
processing training sets (discrete arrays) in the
recognition problems when classification rules are built is
that they do not allow regulating their complexity (the
parametric complexity of GFs) in the process of
constructing the model [16-19]. This shortcoming is not
found in the methods of constructing recognition systems
which are based on the concept of algorithmic
classification trees (decision trees). The peculiarity of the
algorithmic tree method is the possibility of complex use
for solving each specific problem of constructing the
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scheme of recognition of many known recognition
algorithms (methods). The concept of the ACT is based
on the single methodology — the optimal approximation of
the TS using the set of generalized features (autonomous
algorithms), which are included in some scheme
(operator), constructed in the training process [20].

The objective of the paper is to develop a simple, ef-
ficient and universal method of constructing models of
classification (recognition) based on the concept of the
ACT for discrete arrays, where the obtained schemes of
classification systems are characterized by a tree-like
structure and the presence of autonomous classification
algorithms (the sets of GFs) as their structural elements.

1 PROBLEM STATEMENT
Suppose there is some initial TS as the sequence of
training pairs which are the following:

(15 SR o5 (X5 SR (X)) - (1)

Here the objects x; € G (G is some set), and RF
Sfr(x;))e{0,1,2,...k—1},(i=1,2,...,m) . In addition to the
initial TS, a test set (a set of objects of the known class
membership) is also specified, as some part of the initial
TS.

For RF  fp(x;)=1(0<I<k-1) that

x;eH;,H; c G, and here fy is some finite significant

means

function which specifies the initial partitioning R of G
set which consists of subsets (a set of patterns, classes)
HO,HI,Hz,...,Hk_l .

Hence, according to the specifications, a TS is a set
(fixed sequence) of some sets (discrete objects), and each
set is a set of values of some features (attributes) as well
as values of some functions (RFs) typical of this set.
Then the set of values of the features is a certain image (a
discrete object), and the value of the function (RF) refers
this image to the corresponding pattern [21-23].

Thus, the paper deals with the problem of constructing
the ACT model with p parameters, whose L structure is
optimal F(L(p,x;), fr(x;)) > opt) in relation to the

initial training dataset.

2 REVIEW OF THE LITERATURE

This research continues a series of works devoted to
the problematics of tree-like recognition schemes
(classification models) of discrete objects [4-7]. They
highlight the issues of constructing, using and optimizing
the structures of classification trees. As mentioned in [5],
the resulting rule of classification (scheme), which is built
with the help of an arbitrary method or algorithm of
branched selection of features, has a tree-like logical
structure, and the logical tree consists of vertices
(features, attributes), which are grouped by tiers and
which are obtained at a certain step (stage) of constructing
the recognition tree [24]. An important task that arises
from [20] is the one linked to synthesizing recognition
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trees which will actually be represented by a tree (a
graph) of algorithms (ACT methods). In contrast to the
existing methods, the main feature of tree-like recognition
systems is that the importance of individual features
(groups of features or algorithms) is determined in refer-
ence to the function that specifies the partition of objects
into classes [23]. Thus, work [15] is devoted to the princi-
pal issues concerning the generation of decision trees in
the case of uninformative features, estimating the quality
of the constructed models. The ability of classification
tree structures to perform one-dimensional branching (the
selection of features, attributes) for analyzing the impact
(importance, quality) of individual variables (vertices)
makes it possible to work with variables of different types
in the form of predicates, generalized features, in the case
of ACTs — with the respective autonomous classification
and recognition algorithms. This concept of classification
trees is actively used in data mining where the ultimate
goal is to synthesize the model (fixed scheme), which
predicts the value of the target variable based on the set of
the initial data (training datasets) at the input of the sys-
tem [26].

Nowadays a number of algorithms implementing the
concept of decision trees (classification trees) are applied.
However, their two representatives (C4.5 and CART) are
widely spread and used; and also mentioned above the
algorithm of the logical tree C4.5 as the node (vertex)
selection criterion employs the so-called theoretical in-
formation criterion whereas CART algorithm is based on
calculating Gini index which takes into account the rela-
tive distances (within the metric) between class distribu-
tions [27-30].

Since the main idea of methods and algorithms of the
branched selection of features (vertices of algorithms) of
ACTs can be defined as the optimal approximation of
some initial TS using a set of ranked classification
algorithms (features, attributes of the object in the case of
LCTs), the central problem which arises is related to
choosing an efficient branching criterion (the selection of
vertices, attributes, features of discrete objects for LCTs
and algorithms for ACTs). These fundamental problems
are studied in [15, 21, 31-34]; they include quality
evaluation of individual discrete features, their sets and
fixed junctions; all of these enable introducing an efficient
mechanism for the implementation of branching.

It should be noted that the structure of models of
classification trees is characterized by compactness on the
one hand and uneven occupancy (discharge) of the tiers
on the other hand in comparison with regular trees [4]. It
has to be stressed that the important issues, which still
remain open, encompass the issue of the convergence of
the process of constructing classification trees in accor-
dance with the methods of branched feature selection and
the issue of selecting the criterion for stopping the process
of synthesizing a logical tree [19].

An important point is that there is no contradiction be-
tween the concept of classification trees and the
possibility to use as the features (vertices of the structure)
of the classification tree not only the individual attributes
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(features) of objects of their junctions (the idea of the
generalized feature which was studied in work [25]) and
the sets; but if we go further and do not consider the at-
tributes of objects (features) as branches — but select indi-
vidual independent recognition algorithms (estimated
based on the training dataset), a new structure — the ACT
will be obtained at the output [20]. It is the ACT struc-
tures that this paper focuses on.

3 MATERIALS AND METHODS

By analogy with the methods of approximation of the
TS using the set of estimated elementary features [3, 9,
15] — we present the main idea of the methods of
algorithmic classification trees, which in turn lies in
approximating the initial training dataset arrays with the
help of the set of autonomous different-type algorithms of
classification.

So, suppose there is the initial TS of general type (1)
as a sequence of training pairs of the known classification
(m power), and some system (set) of independent and
autonomous recognition (classification) algorithms for the
initial TS a;(x),a,(x),...,ay; (x) . Then it is necessary to
introduce the following sets which represent the partition
of the training dataset using the respective classification
algorithms ¢; :

s, = X EGa;(x) =1}, =1,....M). )

It should be admitted that here in order to simplify the
explanation each of the autonomous classification algo-
rithms a;(x) generates at the output the values only

within a binary set {0,1}, id est here a;(x)=1 in case of
the successful classification of object X and a;(x)=0 in

the opposite case.

Let us note that the system of G, _, sets actually

,a
represents the complete stepwise partitioning of G set
(with the increasing i value — that is the involved classifi-
cation algorithms), which is instantiated with the inde-
pendent algorithms a,a,,...,a;, . It must be stressed that
depending on the initial selection of the set of classifica-

tion algorithms ay,a,,...,ay, some of the sets G, .,
sl

can be empty (the case of unsuitability of one specific or
several algorithms for approximating the current TS).

At the next stage, by S, ., value we mark the
number of occurrences in the initial TS of those training
pairs (x4, fr(xy)), (1<s<m) which meet the basic re-

quirement of membership x, € G,

1500l

value of S/ ,
Q) seryy

Respectively, by the

(j=0,,.,k—-1) we mark the number of occurrences in
the TS of those pairs (xg, fr(x;)), (s=12,...,m) which
meet the requirements x; € G, and fr(xg)=J.
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Therefore, taking into account the above-mentioned
and by analogy with the methods of selecting elementary
feature sets, we can introduce the following values, which
should be considered as a certain criterion of branching in
the ACT structure:

Say,....a;
Sal,...,ai = 1m =3 (3a)
/ Ca 3b
Wal,...,a,- T > (3b)
ap el
Pay,.a; = mj.lxwél,...,a,‘ (o)

It should also be noted that if object x; ¢ G, , for

all (s=1..,m), then it is clear that §, , =0 and
V) o =0 when (j=0l..k-1).

Hence, here &, value characterizes the frequency
—

of occurrences of the members of the sequence
X1,X2,.. X, (discrete objects) in G, . set, and corre-

spondingly \y£ — value characterized the frequency of

membership of the object of some x pattern (class) H;

if xeGy g4 - It must be underscored here that the re-

quirement x € G, , is equivalent to the requirement

,d;
that in the sequence of algorithms ay,...,a; there will be

identified such an algorithm «, in which ay(x):l.

y

Then the value &, , characterizes information effi-

»d;
ciency of recognizing the membership of some object x
in one of classes H,H,...,H_; certainly, provided that

xeG

[

At the following stage again there arises the principal
issue connected with the membership of object x in
classes H,H,...,H,_; (the issue of the formation of
classification rules). It is apparent that object x should
also be referred to the class H; for which the simple
ratio is fulfilled:

Pay,...q; :Wil,...,ai' @

We must stress that here {0< j <k -1}, and the ratio
(4) represents some classification rule, besides it is clear —
the larger p, . value, the higher its efficiency.

Since the initial TS is the only information which
represents the partitioning of patterns Hy,Hy,....,Hj_q,
and under H; class we understand a set of all training

pairs (xg, fp(xs)) of the TS which meet the ratio
Sr(x;)=j, id est the requirement of membership. Simi-

larly, the average efficiency of recognizing the set of pat-
terns Hy,Hy,...,H;_; which are specified by the training
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dataset using recognition algorithms ay,a,,...,a;, , is es-
timated by the following value:
Fg(ay,...,ap ) = zsal,...,ai Pay,..a; (5)
Aay,...,a;

Hence, in this case Fg(ay,...,ay,) value can be calcu-
lated by means of the estimation of approximation of the
initial TS using the set of independent classification algo-
rithms ay,ay,....,ay .

In view of the idea of the algorithmic classification
tree which has been introduced above Fg(ay,....,ays)
value can be obtained on the basis of the following specu-
lations — let us say that recognition function F is some
image which puts some element of set {0,1,....k—1} (i. e.,

the corresponding number of the class) in line with each
set ay,...,q; .

Thus, RF F is the function of type F(ay,...,a;) where
aj,...,a; take values from {0,1} set. According to RF
F(ay,...,a;) object x,(xeG) definitely refers to that
class (pattern) H ;,(0< j <k—1) for which the following

ratio is fulfilled:
F(ay,...,a;))=1,(0<1<k-1). (6)

Suppose there is the initial TS of type (1), then let us
consider that RF  F(ay,..,a;) classifies set
(x;,/r(x;)),(1<j<m) of the data array (1) correctly if
F(ay(x)),...a;(x;))= fr(x;), in the opposite case RF
F(ay,...,a;) classifies (x;, fp(x;)) training pair incor-
rectly.

Next, suppose mp — is the number of all occurrences
of training pairs (x;, fz(x;)) in the initial TS which clas-
sifty RF F(ay,...,a;) correctly. Then we introduce the fol-
lowing value:

m
==t (7)
m

It should be said that this value 15 can be regarded as
the total efficiency of RF F(ay,...,a;) for the initial TS in
reference to
ay ..., q; .

some set of classification algorithms

At the next stage of the research let us express this
value 1ty through the previously proposed values

) and \ué

aj,...,q;

. To do this let us count the quantity

158
of those training pairs (xg, fz(x,)) which are correctly
classified by RF F(ay,...,a;)and for which the ratio of
membership xg € G, . is fulfilled.

Suppose F(ay,...,a;) =1, then the number of all train-

ing pairs (xg, fp(xy)) which are correctly classified (pro-
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vided the basic requirement of membership is met

Xs €Gaq, > fr(Xs) =1 is equal to Sal’__.,ai .

Then it becomes evident that M. value, introduced
above, is calculated according to the following formula:

me= >

0<ay,...,a; <1

S F(a,....a) ) (8)

ap,..., 4

It should be noted here that in this formula (8) we can
take into account only those training sets for which the
ratio S, a #0 is fulfilled. Thus, in view of the com-

ment concerning (8) that has just been indicated we can
introduce Mg value in the following way:

Vo w ©)

F(ay,....a)

Let us admit that here a . a
1oeees i

value was prede-

fined in the expressions (4).
At the next stage the following is obtained from the
formulae (9) and (8):

Mg F(a,...,a;
Tp=—"-= Z ay s .Wal(,.},ai ) (10)
m 0<ay,...,a; <1
It should be emphasized here that since

w:(f}”él’a‘) <Pa,...a - then we shall have the following
situation:

e < Fg(ay,85,...,ap ) - 1

Further, the recognition function (5) is denoted by F;,

and this function is specified by the ratio
Fo(al,az,...,an) =1if:

| _ _ |
\Va] yeens - pa],...,ai - OSrIJlgl)((—l a5 . (12)

Then based on the formulae (10) and (12) we immedi-
ately get the following:
m|:0

‘CFO = = z

M o<a,..ay<l
) Osal,ga?ﬂals’i”’aM Paay = F(@dm)-
Hence, for all RFs F(ay,...,ap ) it follows from the
formulae (13) and (11) that T < TF, -
It should be admitted that the result of functioning of

each of the fixed (selected from the library of algorithms
of some information system) autonomous classification

Fo(ay,..8j) _
82711,---,aM Wal,...,a -

(13)

and recognition algorithms &, at the respective step of
generating the ACT is one or several generalized features
f i (certain classification rules) which, in fact, describe

(approximate) the determined part of the initial training
set. Thus, the respective resulting generalized features for
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the case of the known geometric recognition algorithms
[2] are geometric objects that cover the TS in feature
space of the n dimension problem.

It is clear that in real examples there may be the cases
when the respective classification algorithm a; cannot

construct the generalized feature f; due to the complex

arrangement of Hy classes in the feature space of the
problem or specific conceptual and implementation
constraints of the classification algorithm itself. Then, by
analogy with the LCT such a case is possible when the
generalized features fj, constructed with the help of &

classification algorithm, approximate the initial TS
incompletely or such a situation is supported by the
algorithm scheme of generating the ACT (as an example,
the initial restriction in the algorithm scheme of the
classification tree — about generating no more than one
generalized feature f; at each stage of constructing the

ACT model).

It must be underlined that the objects of the initial TS,
which do not fall under the constructed scheme of
approximating the set using the sequence of generalized
features f j (at the final stage of the procedure of

synthesizing the ACT), are referred to as rejections
(errors) of classification of the first type — En; and
similarly for the test dataset the incorrectly classified
discrete objects are also referred to as errors of the first
type — Etyy .

Therefore, given all the above, we can assume that the
ACT structure (type I) will have the general structure of
the type — (Fig. 1), where each tier of such a classification
tree determines the stage of constructing the ACT by
means of approximating some part of the TS making use
of the current classification algorithm a; and owing to
this approach enables adjusting the final complexity
(accuracy) of the obtained classification tree model.

It should be stressed that within each step of
generating the ACT model — (Fig. 1) there are given the
specific classification algorithm @, and respective TS (or

the subset of the initial TS), and the initial TS in full is
provided only at the first step, further with the subsequent
steps of constructing a classification tree the power of the
training dataset arrays will decrease due to the set of the
constructed GFs f; which will cut off (describe) some

part of the initial training dataset. It is also important to
emphasize that depending on the structure of the ACT
construction scheme and the peculiarities of the current
algorithm & more than one GF f; can be generated

within each step.

At the next stage of the research for the ACT method
we introduce two basic criteria for constructing the
classification tree model — the criterion for stopping the
procedure of branching Kgyp (it actually adjusts the

complexity and accuracy of the obtained ACT model) and

113



e-ISSN 1607-3274 Papioenekrponika, inpopmaruka, ynpasminss. 2020. Ne 3
p-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2020. Ne 3

the criterion for selecting branches W (a) (the choice of a

classification algorithm at the current step) for the
classification tree under construction.
Thus, based on the above, it is advisable to introduce

K — the criterion for stopping the branching process

stop
of the type (boolean) of the ACT construction procedure

which consists in checking the power P, (7S) of the
training dataset of the following type:

0,if P, (TS) = 0;

Stop _{1,z'prt(TS) >0."

Let us admit that the procedure of constructing a

classification tree continues unless Kg,, =1, and the

(14)

opposite situation when Kg,,, =0 signals about finishing

the stage of synthesizing the ACT model and the
necessity of transition to the step of the test check based
on the test dataset and the estimation of the quality of the
obtained classification tree model.

Figure 1 — The ACT structure of type |

It should be noted that while dealing with the ACT
methods there arises the principal issue of selecting the
branching criterion (the estimation and selection of

classification algorithm @, for the current step) in the

structure of the classification tree model which is
constructed. It is clear that similarly to the method of
approximating the TS using the set of the ranked
elementary features as the branching criterion we can
suggest the initial estimation of efficiency of the set of
algorithms (ay,...,a;) of the following type:

. f(T +8 +EUZ)
) U: U:
Ppt(TS) j=1 : - SUZ

k

Wia;)= (15)

Let us highlight that in the formula (15) summation is
carried out based on all classes which are provided by the
data array of the initial TS (though there can be
restrictions on summation which are associated with the
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structure (parameters) of the algorithm of constructing a
classification tree).

An important point in the scheme of building the ACT
model (Fig. 1) is that at each step of the tree algorithm
actually its fixed (one or more — depending on the
structure of the ACT algorithm itself) GF f; is

constructed, and along with this their total number
increases with each coming step of the classification tree
algorithm, namely the ACT with the set of classification
algorithms (ay,...,a,,) generates (replicates) a tree-like

structure — a tree of generalized features with the
appropriate set of GFs (f1, f2,.... /) -

Therefore, in view of all the above, there can be
offered one of the possible algorithmic schemes for
constructing the ACT (type I).

Stage 1. At the first stage of constructing the ACT the
set of autonomous classification and recognition
algorithms (ay,4a5,....,ay,) 1is fixed in the library of

algorithms of the information system (it is selected in an
interactive mode randomly or after the procedure of
appropriate estimation of the quality (efficiency) based on
the initial training dataset). Let us note that both are
selected — classification algorithms as well as their
quantity (M value) depending on the aspects of the
application problem.

Stage 2. At the second stage of constructing the ACT
the selected set of classification algorithms
(aj,ay,....,aps) is estimated and ranked on the basis of

the functional (15) according to the training dataset in the
set, respectively, with their efficiency. It should be
stressed that here similarly to the LCT two options are
possible — depending on the algorithmic scheme of
constructing a classification tree:

a) The option when the estimation of efficiency and
the ranking of the set of classification algorithms
(ay,ay,....,ays) are done only once within this stage, and

then at each step of constructing the ACT the following
algorithm «; of the initial sequence is fixed to

approximate the data. This approach significantly saves
the hardware resources of the information system, but
negatively affects the complexity of the obtained
classification tree model.

b) The option when the estimation of the efficiency
and the ranking of the set of classification algorithms
(a1,a;,....,ay,) are done at each step of constructing the

ACT according to the appropriate data of the subset
(parts) of the initial TS in order to estimate and identify
the highest quality (efficient) classification algorithm for
this part of the TS (the step of generating the ACT). This
approach enables completing the approximation of the
TS in a fewer steps and obtaining a more economical
structure of the ACT compared to option (a), however, it
requires much more hardware resources of the
information system for the second stage of the scheme of
constructing the ACT and requires considerable attention
and the introduction of a set of restrictions on the initial
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selection of the set of classification
algorithms (ay,as,....,ay;) -

Stage 3. At the third stage of constructing the ACT
scheme the initial vertex of the ACT — the classification

algorithm a; of the highest efficiency out of the sorted set
(a1,a3,....,ayy) , 1s fixed, and at the input the initial TS in

the form of the sequence of training pairs is provided.
Algorithm a; ensures the generating of one or several

GFs f; of the first tier (the number of GFs generated at

each step are determined by the parameters of the
algorithm of constructing the ACT) which approximate
(classify) some part of the TS.

Stage 4. At the fourth stage the next most efficient
classification algorithm a; of the ranked sequence

(a1,a5,....,ay,) 1s chosen as the vertex of the second tier

and the procedure of constructing the GFs of the third
stage is repeated with the only difference that at the input
there is provided already the limited TS without training
pairs which are approximated by the GF, the vertex of the
first tier, etcetera. Thus, further the procedure of
constructing the ACT will come down to repeating this
stage for the next most efficient a; algorithm sequence

(a1,ay,....,a;) , the constant clipping of the parts of the

TS and checking the branch stop criterion (the empty TS),
which actually signals the completion of the procedure of
constructing the ACT model and obtaining at the output a
tree of classification algorithms a; as well as a tree of

generalized features f; .

It should be mentioned that there are other
implementation options of the scheme for constructing the
ACT of the first type, which differ from the proposed
scheme by variations in the number of GFs that are built
at each step, the criteria and sequence of stages for
assessing the quality of classification algorithms, the
possibility of using a limited number of algorithms (even
one), the possibility of approximating each of the classes
of the TS using the set of its selected algorithms, the
possibility of varying the criterion for stopping branching
in the ACT.

Finally, it should be emphasized that the main
peculiarity of such a scheme for constructing the ACT is
the possibility to adjust the accuracy of the classification
tree model, which is constructed during the basic
procedure of constructing the ACT, along with this the
important point is the principal possibility of constructing
the ACT model with the predetermined accuracy with
respect to the data array of the initial TS. This possibility
is achieved by limiting the number of steps of the ACT
generation procedure, the system of restrictions on
information capacity, the number and parameters of
generalization (the area of the approximated TS) of the set
of generalized features which are constructed at the
appropriate  stages of constructing the resulting
classification tree.
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4 EXPERIMENTS

It has to be noted that the scheme for building the
ACT suggested in this work enables adjusting the
complexity of the classification tree model under
construction, building models with the predetermined
accuracy, and the classification tree structure consists of
different-type autonomous classification algorithms as
constructing modules (components). Moreover, the task
of selecting the classification tree model from the set of
constructed ACTs for a specific problem is determined by
a set of parameters that are of decisive importance in
relation to the current application problem (the training
dataset). It is apparent that in order to compare and select
a specific ACT model from the fixed set, it is necessary to
determine their most important parameters (feature space
dimension, the number of vertices, transitions, algorithms,
etc.) and to identify their error regarding the input array.

It is fundamentally important to consider the criteria
of quality of the obtained classification tree models,
which depend on the model error, the power of the initial
data array of the TS, the size of the test set (the number of
training pairs and the dimension of the attribute space of
the problem), the number of model parameters, etcetera
[15,27].

Fryy M
QMain = e AL

Vair - Ovz - Pair - N qu1

(16)

Let us underline that this integral indicator of the
quality of the ACT model will take values between zero
and one. The lower it is, the worse the quality of the
constructed classification tree is, and the higher the
indicator, the better model is obtained.

An important indicator that characterizes the basic
properties of the obtained ACT models is the general
indicator of the generalization of the data of the initial TS
using the classification tree; this indicator is calculated as
follows:

m.OUZ
Vai +Nau + 2Py

The proposed evaluation of the quality of the
classification tree model (ACT) reflects its basic
parameters (characteristics) of classification trees and can
be applied as the criterion for optimality in the procedure
of evaluating an arbitrary tree-like recognition scheme,
for example in the case of methods of constructing and
selecting random LCTs from work [24] (taking into
account their respective structural parameters). It must be
noted that the fundamental point which still remains is
linked to reducing the complexity of the classification tree
structure, the parameters of consuming memory A and
CPU time t. It is also necessary to maximize the

parameter /), (the indicator of generalization of the

(17)

I pvtain =

ACT model) that enables obtaining the most optimal
structure of the classification tree and actually provides
the maximum data compression of the initial TS (to
represent the array of the initial data by the logical tree
whose structural complexity is minimal) [12].
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In Uzhhorod National University there has been
developed “Orion III” software complex for generating
autonomous recognition systems where the algorithmic
library of the system has 11 recognition algorithms,
among which there is the above-mentioned algorithmic
implementation of constructing the ACT. Its task was to
build an autonomous recognition system based on
geological data (the problem of separating oil-bearing
strata). 22 elementary features were used to identify the
objects. The TS contains information about the objects of
the two classes, and at the stage of the examination the
constructed classification system (the ACT model) should
ensure the effective recognition of objects of the unknown
classification regarding these two classes. Note that
before starting work, the training set was automatically
checked for correctness (search and removal of the same
objects of different membership — errors of the first kind)

5 RESULTS

Thus, the TS contains information on partition into
two classes, and in the training data array there were pre-
dominantly training pairs of the first class (oil-bearing
strata) in proportion (1.5 / 1), and the TS itself consisted
of 1250 objects, and the efficiency of the constructed
recognition system (the ACT model) was evaluated using
the test set of 240 objects. The test set was a separate part
of the training set (consisting of discrete objects of the
known classification). The arrays of the training and test
sets were obtained on the basis of geological exploration
in Transcarpathian region during the period from 2001 to
2011.

Hence, a fragment of the main results of the above
experiments (the comparative tests of methods for
constructing LCT / ACT models using the data array of
this application problem) is presented in (Table 1), and
along with this the synthesized models of different-type
classification trees provided the required level of accuracy
specified in the task, the processing speed and costs of
working memory of the information system, but showed
different structural complexity of the constructed
classification trees (models) and the set of generalized
features in the case of the algorithmic classification tree
model.

6 DISCUSSION

It is worth highlighting that the proposed estimates of
the quality of the ACT model fix the most important
characteristics of the classification trees and can be used
as the criterion for optimality in the procedure of
constructing the ACT and final selection from the set of
ACT models. Notably, the method of the algorithmic tree
operates only with the ready (constructed) generalized
features, and it does not matter at all by means of what
algorithm (rule, method) they were obtained, and each of
the schemes constructed with the help of the algorithmic
tree method is the general recognition system (the ATC
model), which can be employed for practical work
(processing large amounts of experimental data in the
form of discrete sets). It should also be stressed that the
resulting scheme is to some extent a new recognition
algorithm (certainly, the one which has been synthesized
from the known algorithms and methods). It is necessary
to admit that the obtained ACT structure is characterized
by the high degree of universality and relatively compact
structure of the model itself, but it requires large hardware
costs to store the generalized features of the initial
assessment of the quality of classification algorithms
according to the TS.

CONCLUSIONS

The problem of automation of constructing the models
of algorithmic classification trees on the basis of
approximating the TS using the set of independent classi-
fication algorithms has been solved in this paper.

The scientific novelty of the obtained results lies in
the fact that for the first time there has been suggested a
simple method of constructing the ACT based on evaluat-
ing and ranking the set of autonomous recognition
algorithms for generating the classification tree structure
(the ACT model). Moreover, within each step of
branching the classification tree, a certain part of the TS
(or its subset) is approximated. Admittedly, the functional
(branching criterion) proposed in the work can be used
not only for estimating the quality of individual
classification algorithms, but also calculating the
efficiency of the related sets of algorithms, which in the
long run enables obtaining a more optimal structure of the
synthesized ACT based on the initial training dataset.

Table 1 — The comparative table of the models / methods of classification trees.

No The method of synthesizing the logical tree Integral indicator of the model The total number of errors of the
structure quality Q \Main model in the training dataset and
test dataset E¥ 4
1 The complete LCT method based on the selec- 0.004691 2
tion of elementary features BFS-1
2 The LCT method with one-time estimation of 0.002172 3
feature importance BFS-II
3 The constrained BFS — LCT 0.003219 4
construction method
4 The algorithmic tree method (type I) 0.005234 0
5 The algorithmic tree method (type II) 0.002941 0
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The paper offers the set of general indicators (parame-
ters) which allows the efficient presentation of the general
characteristics of the ACT model, its possible use for se-
lecting the most optimal ACT.

The applied value of the obtained results is that the
proposed method of constructing ACT models was im-
plemented in the library of algorithms of the universal
software system “ORION III” to solve various practical
problems of classification (recognition) of arrays of dis-
crete objects. It must be underscored that the conducted
practical tests confirm the functionality of the proposed
ACT models and the developed software, which enables
making a recommendation on the use of this approach and
its software implementation for a wide range of applica-
tion problems of classifying and recognizing discrete ob-
jects.

Further research is needed to develop methods of al-
gorithmic classification trees (constrained methods) of
optimizing software implementations of the proposed
method for constructing the ACT as well as its practical
approbation dealing with a number of real problems of
classification and recognition.
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YK 001.891:65.011.56

3ATAJIBHA KOHIIEIIIA METO/IIB AJITOPUTMIYHUX JEPEB KJTACU®PIKAIIT
Ioxan L. ®. — kaHJ. TeXH. HayK, JIOLEHT, AOLEHT Kadenpu mporpaMHoro 3adesneueHHs cucrteMm IBH3 Yxropoacskuit
HaI[lOHAJILHUH YHIBEPCUTET, M. YKropoJ, YkpaiHa.

AHOTANISA

AxTyanbHicTb. Po3risiHyTa 3aranbHa 3aga4a MoOyI0BU JIOTTUHUX JiepeB po3Mi3HaBaHHs (ki1acuikarii) B Teopii mry4yHo-
ro inrenekry. O0‘€EKTOM JaHOTO JOCIHIDKEHHS € KOHIICMIis aepeBa kiacudikaii (Jioriunoro Ta anroputmiunoro). Ipeame-
TOM JIOCJIIKEHHSI € aKTyaJIbHI METOJM Ta alfOPUTMH OOy I0BU aITOPUTMIYHUX AepeB Kiacudikarii.

MeTta. MeTo10 1aHoi poO6OTH € CTBOPEHHS MIPOCTOr0 Ta €PEeKTUBHOTO METOY MTOOYJOBH IEPEBONONIOHIX MOJENEeH Po3Ii-
3HaBaHHs HA OCHOBI aJITOPUTMIYHUX AepeB Knacugikalii 1y HaBYaNbHUX BUOIPOK AUCKpeTHOI iHdopMaii, SIKUi XapaKkTepu-
3YETBCS CTPYKTYPOKO OTPUMAHHUX JIOTIYHUX JepeB Kiacudikallil 3 He3aJIe)KHUX aIrOPUTMIB Kiiacu(ikailii OiHEHHX Ha OCHOBI
(byHKIIOHATy PO3paxyHKy iX 3arajibHOI e()eKTUBHOCTI.

Mertona. [IponoHy€eThCs 3aralibHUi METO/ OOYIOBU aJrOPUTMIYHUX JepeB Kiacuikailii, SKuid 1S 3a1aHol MOYaTKOBOT
HaBYaJbHOI BUOipku Oyaye AepeBoNoAiOHy CTPYKTypy (Monens kiacudikanii), ska cKIalaeTbes 3 HAOOPY aBTOHOMHHMX alIro-
pUTMIB Kiacudikaiii Ta po3mi3HaBaHHS OIIHEHHX HAa KOXKHOMY Kpoili (eTari) moOya0BH MOZEI 3a JaHOK MOYaTKOBOIO BHOI-
pxoto. TobTo mponoHyeThess METO NOOYLOBU AJITOPUTMIUHOTO AepeBa Kiacudikalii OCHOBHA ifiest IKOro MOJISrae B IO KPo-
KOBIH armpoKCHMAIlii Ha4aabHOT BUOIPKU JOBIILHOTO 00°€EMY Ta CTPYKTYpH HaOOpPOM HE3aIKHHUX AITOPUTMIB Kiacudikaiii.
Januii Mmeton npu GpopMyBaHHI IOTOYHOI BEPIINHU AJITOPUTMIUHOIO JepeBa (By3ia, y3aralbHEHOI 03HAKN) 3a0e3meuye BUi-
JIeHHs! HallO1bI eeKTUBHUX (SIKICHMX) aBTOHOMHUX alrOPUTMIB Kiaacudikauii 3 mouarkoBoro Habopy. Takuii minxin npu
mo0yI0Bi Pe3yJbTYHOUOro AepeBa Kiacu(ikaii 103BOJsSE€ 3HAYHO CKOPOTUTH PO3MIp Ta CKJIAAHICTh JiepeBa (3arajibHy Kijib-
KICTb TiIOK, BEPIIUH Ta SAPYCiB CTPYKTypH) MiABUINUTU SAKICTh HOro HACTYNHOIO aHai3y (IHTepHpeTaOeNbHICTh), MOXKIM-
BIiCTh JICKOMIIO3HILi1. 3alPONOHOBaHHI METO/] MOOYJ0BH alrOPUTMIYHOTO JepeBa kiacudikaiii 103BosIsie Oy yBaTH Pi3HOTH-
IHi JepeBonoAiOHI MOJieNi PO3Mi3HAaBaHHS JULL LIMPOKOro KIacy 3a7ad Teopil INTyYHOTO iHTENEKTY.

PesyabTaTu. Po3poOiieHuii Ta mpeacTaBieHuil B JaHid poOOTI METOI aJrOpuTMIYHOTO JepeBa kiacudikaiii oTpuMan
MIporpaMHy peaiizauito Ta OyB JOCIIDKEHUI Ta MOPIBHSAHUEN 3 METOAaMH JIOT1YHHUX JepeB kiacudikauii (Ha OCHOBI cenekuii
Habopy eJIeMEHTApHUX 03HAK) MPHU PO3B 3Ky 3a7a4l pO3Mi3HaBaHHs PeajbHUX JAHWX T'€OJIOTIYHOTO THITY.

BucHoBku. IIpoBeneHi B f1aHiil poOOTI €KCIEPUMEHTH HMiATBEPAUIN MPALE3JaTHICTh 3alIPOIOHOBAHOIO MAaTEMaTU4YHOIO
3a0e3IeueHHs Ta MOKa3yI0Th MOXJIIMBICTh HOTO MEPCIIEKTUBHOTO BUKOPHUCTAHHS [UISl PO3B A3KY IIMPOKOTO CHEKTPY IPAKTH4-
HUX 33/1a4 po3Ii3HaBaHHA Ta Kiacudikanii. [lepcrnekTuBu nmoaanpmmux IOCIIHKEHb Ta arnpoOaliii MOXXyTh HOJIATaTH B CTBO-
PEHHI 0OMEKEHOr0 METOJIy aJITOPUTMIYHOTO JepeBa Kiacudikallil, sKuil Toysrae B BeICHHI KPUTEPIO 3yNMHHKH MPOLEIYPH
no0yn0BU MOJIEN iepeBa 3a MIMOUHOI0 CTPYKTYpPH, OITUMIi3alil Horo mporpaMHux peanisaiiil, BBEJIGHHs HOBUX TUIIIB aro-
PUTMIUHHX JEpeB a TAKOXK eKCIIEPUMEHTAIFHHUX JOCIIHKEHHAX JaHOTO METOLy Ha OibII MINPOKE KOO MPAaKTHYHMX 33/1a4.

KJ/JIIOYOBI CJIOBA: anroputmiuHe aepeBo Kinacuikalii, po3nizHaBaHHs o0pa3iB, ki1acudikallis, anroputM kiaacudi-
Kallii, KpuTepiit po3ranyKeHHs.
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OBIIASA KOHIENIWA METOA0OB AJITOPUTMHUYECKUX JEPEBBEB KJIACCU®UKAIINA
IMoBxan U. ®. — kaHA. TeXH. HAayK, JOLEHT, NOLEHT Kadeaphl nporpaMmHoro odecneuenus cucreM I'BY3 Vxroponckuit
HALIMOHAJIbHBIN YHUBEPCUTET, T. YKropoa, YKpauHa.

AHHOTANIUA

AKTyanbHOCTb. PaccMoTpeHa ofmias 3agada MOCTPOCHMS JIOTMMECKUX JIEPEeBLEB pacno3HaBaHMs (Kiaccu(uKaluu) B
TEOPUH UCKYCCTBEHHOTO MHTeIUIeKTa. OOBEKTOM JAHHOTO MCCIEIOBAHMS SBJISETCS KOHIENIHNS aepeBa Kiaccudukanuy (J1o-
THYECKOIo U aﬂFOpI/ITMI/I‘{CCKOFO). HpCﬂMCTOM HCCIICA0OBaHU SABJIAIOTCA aKTYaJIbHBIC METOABI U aJITOPUTMbI IIOCTPOCHUS aJl-
TOPUTMHUYECKHX JIEePEBbEB KIaCCHOUKALIUH.

Heas. Lenpro ganHON paboTHI ABISIETCS CO3/IaHUE MPOCTOro M APQPEKTUBHOTO METO/Ia MOCTPOCHHUS IPEBOBUIHBIX MO/IE-
Jell pacro3HaBaHHS Ha OCHOBE aITOPUTMUYECKHX AEPEBBEB KIacCH(UKALUH U YIeOHBIX BHIOOPOK TUCKpeTHOH MHDOopMa-
IIUH, KOTOPBIM XapakTepusyeTcs CTPYyKTypOoil MOJTyUCHHBIX JEPEBbEB KJIACCU(PUKAIIMN U3 HE3aBUCUMBIX alITOPUTMOB KJIACCU-
(uKaIu OLICHEHHBIX HAa OCHOBE (PYHKI[HOHAJIA pacyeTa UX o0muiei 3pPEeKTHBHOCTH.

Mertona. IIpeanaraercs oOmuil METO IOCTPOCHUS AITOPUTMHUYECKUX JIEPEBbEB KIaccu(UKanuy, KOTOPBIN A 3alaHHON
HavYaJbHOW y4eOHON BBHIOOPKH CTPOUT JAPEBOBHIHYIO CTPYKTYpY (MOIenb Kiaccu(UKalum), KOTOpas COCTOMT M3 Habopa aB-
TOHOMHBIX aJTOPUTMOB KJIacCH()MKAINK, OLEHEHHBIX Ha KOKAOM IIary (dTare) MOCTPOSHHUsI MOAEIH 110 AaHHOW HayaIbHOH
BbIOOpKe. TO eCcTh mpeaaraeTcss METO] MOCTPOCHUS AITOPUTMUYECKOTO JiepeBa KiIacCH(UKAIMU OCHOBHAS MIesk KOTOPOro
3aKJII0YAETCsl B MO IIArOBOM aNpOKCUMAIIMK HAYaIbHOW BHIOOPKH (PUKCHPOBAHHOTO 00beMa U CTPYKTYpPhl HAOOPOM HE3aBH-
CHMBIX aIrOPUTMOB Kiaccudukanuu. JlaHHbId MeTo Mpy (OPMUPOBAHHMHU TEKYIIeH BEpIIUHBI AepeBa Kiaccudukanmu (y3ina,
000011IeHHOTrO MpHU3HaKa) obecriednBaeT BbiieeHue Haubosee 3(PQeKkTUBHBIX (KaueCTBEHHBIX) aBTOHOMHBIX aJTrOPUTMOB
KIaccu(UKaluy U3 HaYanbHOTO Habopa. Takoi MOAXOM MPU MOCTPOCHUH PE3YIIbTHUPYIOIIETO JepeBa KiacCu()UKAUK O3B0~
JSIeT 3HAYUTEIBHO COKPATHTh pa3Mep U CI0KHOCTD AepeBa (00Iee KOIMIECTBO BETBEH, BEPIIMH U IPYCOB CTPYKTYPHI) OBBI-
CHTBh Ka4eCTBO €ro MOCIEAYIONIEro aHam3a (MHTEePIpeTadeIbHOCTh), BO3MOXKHOCTh IEKOMITO3HLUK. [Ipe/yIoEeHHbIH METO
MIOCTPOCHHUS AJITOPUTMHYECKOTO JepeBa KiIacCH(UKauy MO3BOJSIET CTPOUTL PA3HOTHITHBIE IPEBOBUAHBIE MOJICIH PACIIO3HA-
BaHMs JJIs IIUPOKOTO Kilacca 3a1ad TEOPUU UCKYCCTBEHHOT'O HHTEIICKTA.

PesyabTaTbl. Pa3paboTaHHbIi U TpE/ICTaBICHHBIH B JAaHHOW pabOTe METO]| alrTOPUTMHYECKOTO JIepeBa KiiacCUPHUKALIUU
MOJY4HJI TPOTPAMMHYIO PEan3alMio U ObUT UCCIESOBAaH M CPABHEH C METOAaMH JIOTHYECKUX JepeBbeB KiaccHuuKanuu (Ha
OCHOBE CEJICKIIMM Habopa 3JIEMEHTapHBIX MPU3HAKOB) IPH PELICHUX 3aaudl Paclo3HABaHHS PEAbHBIX JaHHBIX I'€0JoTrHye-
CKOT'O THIIA.

BriBoasl. IIpoBeneHHble B JTaHHOH paboTe SKCIEPUMEHTHI MOATBEPIHIH PAadOTOCIOCOOHOCTh MPEIJIOKEHHOTO MaTeMa-
THYECKOTO 00ECIICYCHUSI U MOKA3bIBAIOT BO3MOXKHOCTh €r0 MEPCIEKTUBHOTO HUCIIOIb30BAHUS ISl PEUICHHS IIUPOKOTO CIIEKTPa
MPaKTHYECKUX 3a/1ad paclio3HaBaHus M Kiaccudukanuu. [lepcrieKTHBBl HanbHEWIINX WCCIEHOBAHUA W ampodamuii MOTyT
3aKJII0YaThCS B CO3MAHUH OTPAHUYECHHOTO aJrOPUTMUYECKOTO METO/a JAepeBa KiacCu()UKAINK, KOTOPBIN 3aKII0YaeTcs B Be-
JIEHUH KPUTEPHST OCTAHOBKH NPOLIEAYPHI TOCTPOSHUSI MOJIETIH JIepeBa 1Mo IITyOMHE CTPYKTYPBI, ONITUMHU3AINH €T0 MPOTpaMM-
HBIX peanmaunizi, BBC€ICHHUC HOBBIX TUIIOB AJITOPUTMUYCCKUX NEPEBLEB, a TAKIKEC SKCIICPUMEHTAJIbHBIX UCCICAOBAHNUAX JaHHO-
ro MeToza B 0oJiee MUPOKOH 00IaCTH MPAKTHIECKHUX 3a1ay.

KJIFOUEBBIE CJIOBA: anropurMuueckoe JIepeBO KiIacCH(HKAlMU, paclo3HaBaHHE 00pa30B, KiacCH(UKAIMS, aJro-
PHUTM KIaccu(UKAINU, KPUTEPHI pa3BETBICHHSI.
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