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ABSTRACT

Context. The general problem of constructing the algorithmic recognition (classification) trees on the basis of a limited method
in the artificial intelligence theory has been considered. The object of the present study is a concept of classification tree (a limited
method-based algorithmic classification tree). The relevant methods, algorithms and schemes (a limited method) of constructing the
algorithmic classification trees are the subject of this study.

Objective. The goal of this work is to develop a simple and efficient limited method of constructing the tree-like recognition and
classification models on the basis of the algorithmic classification trees for training selection of a large-volume discrete information
that is characterized by a structure of classification trees obtained from independent recognition algorithms assessed in accordance
with their general efficiency calculation functional for a wide class of applied tasks.

Method. A limited method of constructing the algorithmic classification tree is suggested that constructs a tree-like structure for
the preset initial training selection (an ACT model) consisting of a set of autonomous classification/recognition algorithms assessed
at each ACT construction step (stage) in accordance with the initial classification. In other words, the limited method of constructing
the algorithmic classification tree is suggested, and its idea is a step-by-step approximation of the arbitrary volume/structure selection
by a set of independent classification/recognition algorithms. This method provides formation of a current algorithmic tree vertex
(node, the generalized ACT attribute) with the selection of the most efficient (high-quality) autonomous classification algorithms
from the initial set and construction completion of only those ACT structure paths, where the largest number of classification errors
occurs. Such approach at constructing the resultant classification tree (the ACT model) allows the tree size and complexity (i.e. the
total number of transitions, structure vertices and layers) to be reduced considerably, the quality of the next analysis (interpretability)
and the possibility of decomposition to be increased as well as the ACT structures to be built given the limited hardware resources.
The above limited method of constructing the algorithmic classification tree enables one to construct diverse tree-like recognition
models with a preset accuracy for a wide class of the artificial intelligence theory tasks.

Results. The limited method of constructing the algorithmic classification tree developed and presented in this work has software
realization and was investigated and compared to the logical classification tree methods (on the basis of elementary attribute set se-
lection) and the algorithmic tree classification methods (first and second-type ones) when solving the task of real geological data
recognition.

Conclusions. The experiments carried out in the present work have proved the performance capabilities of the software sug-
gested and demonstrate the possibility of its promising utilization for the solution of a wide spectrum of applied recogni-
tion/classification problems. The outlook of further studies and approbations may be related to the creation of methods of other-type
algorithmic classification trees that introduce a stopping criterion for the procedure of a tree model in accordance with the structure
depth, optimization of its software realizations and to the experimental studies of this method for a wider circle of practical tasks.

KEYWORDS: algorithmic classification tree, image recognition, classification, classification algorithm, branching criterion,
limited method.

ABBREVIATIONS
TS is a training selection;
ST is a test selection;
RS is a recognition system;
IR is a image recognition;
GA is a generalized attribute;
RF is a recognition function;
LCT is a logical classification tree;
ACT is a algorithmic classification tree;
GAT is a generalized attribute tree;
BAS is a branched attribute selection.

M is a total number of independent classification al-
gorithms a; in a set;

T is a total number of the ST test sets;

G is a some initial signal (discrete object) manifold;

R is a partitioning into the classes (images) H; de-
fined at the initial manifold G ;

fr 1s a recognition function RF defined at the mani-

fold G ;
fj is a fixed GAs constructed at the relevant ACT

structure generation step;

NOMENCLATURE x; is a discrete objects (signals) of the initial TS;

is a fixed independent classification/recognition H, is a set of classes defined by the initial TS;

a;

algorithms in the ACT scheme;

m is a total number of training pairs (known classifi-
cation objects) of the initial TS;

Z is a limited method parameter that defines the
maximal number of classification errors for a fixed path at
the LCT construction completion;
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(x;, fr(x;)) is a training pairs of the initial TS;

n is a total number of the problem attributes (the at-
tribute space dimension);

k is a total number of classes of the manifold G ;

! 1is a value of the discrete object x belonging class;
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p,(x) is a some predicate (a generalized attribute) for
the i -th step of the LCT structure generation;

(pij is an elementary X object attribute, here i being
the attribute number in the set, j being the positioning

layer number;

S is a number of the fixed path errors for the classifi-
cation tree structure;

Ir,r, is a fixed attribute values defining some path in
the LCT structure;

5 1is a parameter that characterizes the training effi-
ciency assessment with respect to the current problem/
task;

I(r;,1y,13) are quantity that characterizes the class be-
longing with respect to the fixed path in the classification
tree structure;

Strr, is a number of all the pairs (Xj, fr(Xj)) from
the TS that, in fact, belong to the path rr,r; and obey the
relationship fr(Xj) = 1(nnrs);

Ga,...a, is a submanifold of the initial G approxi-

mated by a set of classification algorithms @, ;
Sa,...a, 1s a number of the entrances into the TS of
the initial pairs that satisfy condition X € G 5 ;
Ppt(TS) is a capacity (volume) of the initial TS (or its
fixed part for a current ACT construction scheme step);
Kstop 1s a branching stopping criterion at the ACT
model construction;
Eny is a classification errors and faults (the first-type

ones) at the initial TS data array;
Et;, is a classification errors and faults (the first-type

ones) at the ST data array;
Oy, is a total number of generalized attributes used in

the classification tree model;
Vay is a represents the total number of all-type

vertices in the ACT model structure;
N 5y 1s a total number of different classification algo-

rithms used in the classification tree model;
Paj is a total number of transitions between the verti-

ces in the constructed classification tree model structure;
Ipain 18 a index of the initial TS data generalization

by the classification tree;
Quar, 18 @ integral ACT/LCT model quality index;
Fray is a total number of vertices in the obtained
ACT/LCT model with the resultant fg values (RF, i.e.

the classification tree leaves);
Erp) is a total number of errors in the ACT model at

the initial test and training selection data arrays;
M a1 is a total capacity (volume) of the test and train-

ing selection data arrays.

© Povhan I. F., 2020
DOI 10.15588/1607-3274-2020-4-11

INTRODUCTION

The problems combined by the image recognition sub-
ject area are very diverse and take place in the contempo-
rary world in any field of economy and social content of
human activities resulting in the necessity to construct and
study the mathematical model of the relevant systems. As
of today, there is no universal approach to solve the above
problems. Several quite general theories and approaches
have been suggested allowing a large number of problem
types/classes to be solved. However, their applied appli-
cations differ by rather high sensitivity to the problem or
application field particularity. A lot of theoretical results
have been obtained for a special cases and subtasks. It
should be noted that the necessity of performing a huge
amount of calculations and orientation to the powerful
hardware tools remain a bottle-neck of successful real
recognition systems. However a large number of applied
tasks in various areas of nature studies, for instance, in
geology, biology etc, where the problems of classification
are being solved with the use of both software and hard-
ware systems determines the intensity and relevance of
such direction of investigations. Overcoming this problem
for the tasks of artificial intelligence at the algorithmic
and program construction of particular RS in a form of the
classification tree models is a prerequisite of their high
efficiency for each real task and, thus, will ensure a rapid
development of different fields of science and technology
[1-3]. In addition, more than four thousand recognition
algorithms are available today being based on the various
approaches and concepts and having certain limitations in
their use (i.e. accuracy, speed, memory, versatility, reli-
ability etc). Moreover, every algorithm is limited by a
certain particularity of application tasks, and this is, obvi-
ously, the most vulnerable point of not such algorithms
only, but also of the recognition systems based on the
relevant concepts [4]. Thus, the logic classification trees
(decision trees) are the object of this study. It is known
that presentation of the large-volume training selections
(discrete information) in a form of the logic tree structures
has its essential advantages in economical description of
the data and the efficient mechanisms of working with
them [5-7].

The object of studies is the general concept of the de-
cision tree, namely, the algorithmic classification tree,
constructions (from the limited method point of view).

It is known that presentation of the large-volume dis-
crete information arrays (training selections) in a form of
the logic or algorithmic tree structures has its own essen-
tial advantages in economic description and efficient
mechanisms (procedures) of working with them [8]. The
effective covering of the training selection by a set of
elementary attributes in case of the LCT structure or that
by a fixed set of autonomous recognition/classification
algorithms in case of the ACT construction generates a
fixed tree-like data structure (a tree model) that ensures
the training selection initial data compression and trans-
formation. Let us emphasize that such approach provides
considerable information system hardware resource opti-
mization and savings [9]. The scope of using the decision
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tree (the LCT/ACT structure) concept is now extremely
vast, while the absolute majority of modern schemes of
the classification tree construction methods are known
from literature as partitioning and trapping [10—13] ones.
It is known that the classification tree (LCT/ACT) struc-
ture is represented in a form of a sequence of branches
and nodes. The tree branches contain some marks that
define the target function (in case of the ACT, these are
the independent classification algorithms, the GA sets),
while the nodes contain the RF (independent class) values
or the extended transition attributes. Choosing the branch-
ing criterion (vertex construction or selection), the
branching stopping criterion (classification tree construc-
tion completion) and the classification tree branch (struc-
tural block) rejection criterion remain principal issues of
the classification tree concept.

The subject of studies includes the methods, algo-
rithms and construction schemes of classification algo-
rithmic trees (the limited ACT structures).

The principal specific feature of the most available
methods of training selection (discrete information array)
processing in the recognition tasks at constructing classifi-
cation rules and schemes is that they do not allow their
complexity, accuracy and information capacity (parametric
GA complexity) to be regulated in the course of model
construction [4]. The principal specific feature of the algo-
rithmic tree method is the possibility of the complex use of
a number of known recognition algorithms (methods) in
solving each particular task of recognition scheme con-
struction. The basis of the ACT concept is a unique meth-
odology, i.e. the optimal approximation of the training se-
lection by a set of generalized attributes (autonomous algo-
rithms) included in a certain scheme (operator) constructed
during the training process [4, 5, 20]. The limited method
of constructing the algorithmic classification tree models
generates the tree-like schemes consisting of independent
and autonomous classification algorithms presenting, to
some extent, a new recognition algorithm (obviously, syn-
thesized from known algorithms and methods).

The objective of the work is to elaborate the limited
method of classification/recognition model construction
on the basis of the ACT concept for the discrete informa-
tion data arrays. Note that obtained classification system
schemes are characterized by a tree-like structure (con-
struction) and the availability of the autonomous classifi-
cation algorithms (the GA sets) as the structural elements,
whereas the above model construction (completing) goes
along those tree structure paths, where the maximal num-
ber of classification errors takes place.

1 PROBLEM STATEMENT
Let the partition R into a finite number £ of submani-
folds (classes, images) be set at a certain manifold G of

the objects x: {7 (i=1,..k) , G={JH,.
i=1

We shall call the corresponding manifolds H,....,H,

the images, while the manifold G elements — the patterns
or the image H,,...,H, representatives. The objects (pat-
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terns) X are defined by the certain attribute value sets
x;(j=1,..,n). If xe H;, we shall consider that this ob-

ject belongs to the image H, . In general case, the images
H,,..,H, can be defined by the probability distributions
p(H/x),....,p(Hy /x), here p(H,/x) being the prob-

ability (or, in the continuous case, the probability density)
of x(xeG) belonging to the image H; . Let the condition

of task define a certain initial TS in a form of a sequence
of training pairs:

(xlafR(xl))r-'s(xmafR(xm))‘ (D

Note that, except for the initial TS, the ST (a set of the
objects of known class belonging) is also defined as a
certain part of the initial TS. Thus, according to the initial
condition, TS is a combination (fixed sequence) of some
sets (discrete objects), and each set is a combination of
some attribute values and some function values (RF) at
the above set. Then combination of attribute values is a
certain pattern (discrete object), and the function value
(RF) relates this pattern to the relevant image [5].

Therefore, in this work, we put a problem of con-
structing the ACT model in the conditions of limited
hardware resources with the parameters p of the optimal
structure L: F(L(p,x,), fr(x;)) = opt) With respect to the

initial TS data.

2 REVIEW OF THE LITERATURE

Present study continues a cycle of works devoted to
the problem of the tree-like discrete object recognition
schemes (the LCT/ACT classification models) [7-9, 14,
20]. They deal with the principal issues of the classifica-
tion tree structure construction, use and optimization. As
known from Ref. [7], the resultant classification rule
(scheme) constructed by an arbitrary BAS method or al-
gorithm has a tree-like logic structure, and the logic tree
consists of vertices (attributes) grouped in layers and ob-
tained at a certain step (stage) of recognition tree con-
struction [15]. So, for the ACT methods, an important
problem that follows from Ref. [20] is a problem of syn-
thesizing the recognition trees that would be represented,
in fact, by the algorithm tree/graph (the ACT methods) or
by the classification model tree. In contrary to the avail-
able methods, the main peculiarity of the tree-like recog-
nition systems is that the importance of certain attributes
(attribute or algorithm groups) is determined with respect
to the function that defines the object partitioning into
classes [16]. Thus, in Ref. [15], the principal issues con-
cerning the decision tree generation and constructed
model quality are analyzed for the case of low-
informative attributes, and the ability of the classification
tree structures to perform the one-dimensional branching
(attribute selection) for the analysis of the impor-
tance/quality influence of certain variables (vertices)
gives a chance to work with the various-type variables in
the form of predicates, generalized attributes, while in
case of the ACT — with the relevant autonomous classifi-
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cation and recognition algorithms. The general classifica-
tion tree concept is used actively in the intellectual data
analysis (LGMB, XGBoost), where the final goal is the
synthesis of the model (fixed scheme) that predicts the
target variable value on the basis of the initial data set (the
TS data arrays) at the system input [17].

The systems based on the CART methods (directed to
the solution of classification and regressive analysis prob-
lems), as well as those on the basis of the C4.5 schemes
and its modern modifications (for the recogni-
tion/classification problems) and the ID3 schemes are the
approaches dominating in the decision tree concept. The
ID3 scheme is based on using the limited entropy crite-
rion, while the LCT structure is being constructed until
for each resultant vertex (tree leaf) the objects of the same
fixed class remain only, or the branching procedure in the
tree under construction provides the initial entropy crite-
rion reduction. The C4.5/C5.0 scheme is based on the
well-known Gain-Ratio (normative entropy) criterion, and
the limitation on the number of objects for the resultant
vertex (the LCT structure leaf) is used as the procedure
stopping criterion. Note that the pruning procedure in the
LCT structure is carried out according to the Error-Based
Pruning scheme based on the general assessment of the
generalizing ability to make a decision on the classifica-
tion tree construction branch/vertex elimination. The
CART scheme uses in its work the Gini criteria, and the
pruning procedure in the LCT structure is carried out ac-
cording to the Cost-Complexity Pruning scheme, while,
for the case of available attribute step over, the basic sur-
rogate predicate scheme is used.

Note that the basic idea of the branched attribute (al-
gorithm vertices) selection in the ACT structure could be
determined as the optimal approximation of some initial
TS by a set of the ranked classification algorithms (in case
of the LCT - attributes). In this case the central issue, i.e.
the problem of choosing the efficient branching criterion
(vertex, attribute, discrete object attribute selection for the
LCT and algorithm selection for the ACT) becomes the
most important. These principal problems are analyzed in
Refs. [20, 21], where the questions of quality assessment
of particular discrete attributes, their sets and fixed con-
nections are raised, and this allows the efficient mecha-
nism of branching realization to be implemented.

It is known that the classification tree (LCT/ACT)
model structures are characterized by a compactness, on
the one side, and by a non-uniform layer filling (sparsity),
on the other one, as compared to the regular tree construc-
tions [18-24]. Here the issues of classification tree con-
struction process using the methods of the branched at-
tribute selection and those of choosing the logic tree syn-
thesis stopping criterion remain relevant [25-34]. It
should be noted that the classification tree concepts do not
conflict with the possibility of using as the classification
tree attributes (structural vertices) of not only certain at-
tributes of their connecting objects (the generalized at-
tribute idea was considered in Ref. [9]) but also the sets.
If we do not consider the object attributes as branches but
selects certain independent recognition algorithms, then
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we get on the output a new structure, i.e. the ACT [20].
Present work will be devoted just to the ACT structures in
view of the limited method.

3 MATERIALS AND METHODS

At this stage of the present work, we shall suggest the
limited methods for the LCT and ACT (classification
trees) structures that allow one to overcome some clear
negative conceptual moments and limitations, which are
inherent in such schemes, from the viewpoint of resource
needs and the resultant complexity of constructed classifi-
cation tree models [25].

Let us first draw some attention to the fact that the
general scheme of the LCT model construction method
(based on the step-by-step elementary attribute selection)
described earlier in Ref. [21] has a principal shortcoming
related to the fact that with the increase of the number of
vertices (classification tree structure layers) in the LCT

construction the number of elementary attributes (pl-j

(here i being the elementary attribute number in the set,
J being the relevant attribute location layer number)
increases significantly. Obviously, such the resulting LCT
model complication (constructional complexity) affects
negatively the hardware abilities of the classification sys-
tem (memory, processor time) and the general ability to
perceive and analyze the constructed model without ex-
ternal selection of classification rules in the tree structure.
To overcome these principally negative moments of the
classification tree method, we shall suggest the following
LCT method modification.

Limited method of the LCT construction. Let us fix
some positive number Z at the initial stage. Let us have a
constructed LCT (the classification tree after the defined
number of step of the LCT model construction) of a fol-
lowing general structure (see Fig. 1) that reflects some
predicate (constructed generalized attribute) p;(x).

Note that in Ref. [9], when presenting the LCT con-
struction method (on the basis of elementary attribute
selection) at the test stage, a certain number S was calcu-
lated that appears in the following relation:

S

2>5. )
m

Now we shall, for each unfinished path 712’3 in the

logic tree structure (Fig. 1), calculate, except for the num-
ber §, the other one — S,.,.,. that expresses the number

of all the pairs (x;, f(x;)) from TS that, in fact, belong to
the path 7172’3 and obey the following relation:

Je(x) #1(riryrs).- ®)
Thus, S,nn is a number of all such errors due to some
predicate p,(x) (generalized attribute) represented by this

general-structure LCT (Fig. 1) at the fixed path 77,7, in

this tree construction.
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Figure 1 — Structure of the LCT constructed in accordance with
the initial TS data on the basis of the elementary attribute
selection

At the next stage, we choose the number 7z of such
paths (nrmr3)i,....(nHKrs) 7, for which the number §

nnrs
shall be as large as possible.

Example. Let Z =3 be defined and let the following
relation hold true:

Sooo = S100 2 Sior 2 Soo1 2 S0 2 Sos - “4)
Then the paths 000, 100, 101 are chosen only. The
next vertex (elementary attribute) %777 completion and

selection shall be performed for the above paths only.

Let us fix that this modified scheme of the classifica-
tion tree (the LCT on the basis of the elementary attribute
selection) construction shall be called the limited method
of the LCT construction.

Note that, according to this scheme, only the paths (of
the general LCT structure) related to the maximal number
of classification errors are being continued.

It should be noted finally that if one uses the above
process in the end of the paths 77,73 that do not belong to

the selected Z paths, the /(r1r,75) values are preserved.

In this case, the process of the modified LCT construction
method could be applied if the initial TS is not fixed, i.e.
if at each step of the classification tree construction the
own selection (a part of the TS) is realized.

Thus, the classification tree construction scheme sug-
gested above introduces, actually, the accuracy regulation
mechanism for the tree model constructed with the allow-
ance made for the total number of classification errors at a
given path (stage) of the logic tree general structure com-
pletion.

Obviously, this idea may work at the ACT structure
level too, taking into account its certain specific features.
Thus, in accordance with aforementioned, we shall suggest
the following modification of the first-type ACT structure
construction method presented in Ref. [20].

Limited method of the ACT construction. Let us
define first a certain general-type TS (1) in a form of a
sequence of training pairs (x;, fr(x;)) with the capacity
m , attribute space dimension »n and a fixed set of differ-
ent-type classification algorithms (qy,...,a,,). Note that
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functioning of the classification tree models constructed is
being checked at the ST data array with the capacity T
(their belonging is also known).

It should be noted that here the initial TS data define
some partition R into the classes (H,,..,H,), while the

corresponding algorithms @; may not be associated with a

single recognition concept but may realize various classi-
fication methods and algorithms (for instance, these could
be the common geometrical algorithms that approximate
the training selection by a relevant geometrical objects,
i.e. estimate/potential function calculation algorithms etc).
Note that one or more generalized attributes f; (certain

TS classification rules) that describe (approximate) a de-
fined part of the initial training selection are the result of
each of fixed (chosen from the algorithm library of some
information system) autonomous classification/ recogni-
tion algorithms ¢, at the relevant ACT generation step.

Thus, for the case of known geometrical recognition algo-
rithms [20], the geometrical objects that cover the TS in
the attribute space of the dimension task space 7n will be
the corresponding generalized attributes.

Certainly, in the real applied tasks, the cases are

possible when the relevant classification algorithm a;
fails to construct the generalized attribute f; due to a

complicated location of classes g, in the attribute space

of this task or due to the certain conceptual and realization
limitations of the classification algorithm itself. Then, by
analogy with the LCT, we may deal with the case when

constructed classification algorithms «; (constructed

generalized attributes f;) incompletely approximate the

initial TS, or such situation is provided by the ACT
generation algorithm itself (for example, the presence of
the initial limitation in the classification tree algorithm
scheme related to generation of only one generalized
attribute  f; at each stage of the ACT model

construction).

Note that the initial TS objects that do not match the
constructed scheme of selection approximation by a se-
quence of generalized attributes /i (at the last stage of

the ACT synthesis procedure) are related to the first-type
classification failures (errors) En,,.. Similarly, for the ST
data, the improperly classified discrete objects are also
related to the first-type errors Et,,. .

Please note that the first-type ACT consists of layers,
and each layer, in fact, corresponds to a certain step
(stage) of the classification tree construction (the initial
TS data approximation) [9, 20]. For each classification
algorithm, at given approximation step, one may calculate
its  efficiency with respect the working data

(S/Pp (TS ) , and this value must be equal to or exceed

the preliminarily defined limitation & . Certainly, in some
ACT scheme realizations, this value & may be used as
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the stopping criterion Kgy, for the classification tree

structure branching procedure.
Note that here S is a total number of classification er-
rors for the fixed algorithm at a certain step (the ACT

generation stage), while Pot(TS7) is a capacity (volume)

of the initial TS submanifold fed to the given algorithm
input at the relevant layer (level or stage) of the classifica-
tion tree under construction.

Then, by analogy with the limited LCT method, it looks
expedient to calculate for each ACT structure la\éer (the
classification tree construction stage) the values <&

that characterize the number of all the pairs (x;, fr(x;)) of

the initial TS array that could not be approximated by a
sequence of fixed classification algorithms a;,...,a;. Thus,
Sa,...a is a number of all the classification errors made by
a certain sequence GA (constructed at the corresponding
ACT structure levels) represented by a given ACT of the
general structure (Fig. 2) for a fixed recogni-
tion/classification algorithm set ay,...,a; .

Layer Ne3 (Algorithm a,)

Layer Ned (Algorithm a5)

Figure 2 — Classification tree structure fragment constructed
using the limited ACT method

Then, according to this ACT structure construction
scheme, the only path(s) should be chosen in the tree con-
struction (dependent of the classification tree types that

mal as possible. That is, the path in the ACT structure
with the largest number of errors is being completed. Note
that the next completion and selection of vertices (classi-
fication algorithms — the GA parameters) a;,...,a; is per-

formed for these paths in the ACT structure only.

Note that in such approach to the construction of the
limited LCT/ACT methods, after constructing the classi-
fication tree model its actual completion (final training) is
possible and this provides a direct possibility to influence
the accuracy of the classification system model con-
structed.
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It should be noted that, according to the limited ACT
scheme, in the process of the classification tree construc-
tion, only those paths (of the general ACT structure) are
being continued (chosen for the GA completion) that corre-
spond to the occurrence of the largest number of classifica-
tion errors. It is obvious that the use of the above process
allows one to return at any moment to the rejected paths in
order to complete the classification tree structures (paths).

Let us emphasize that the classification tree construc-
tion scheme suggested above (the limited ACT method)
allows the constructed tree model accuracy (efficiency) to
be regulated taking into account the total number of any-
type classification errors at a given path (stage) of the
algorithmic tree general structure construction. The prin-
cipal possibility of the ACT model construction with a
preset accuracy with respect to the initial data array is
important. Such possibility is achieved by limiting/ re-
stricting the number of steps of the ACT generation pro-
cedure, by using a system of limitations of information
capacity, the generalization number and parameters (the
TS domain under approximation) or the generalized at-
tribute set constructed at the relevant stages of the resul-
tant classification tree construction.

4 EXPERIMENTS

The limited ACT structure construction scheme sug-
gested in this study allows one to regulate quite flexibly
the complexity of the model of the classification tree un-
der construction or to construct the recognition model
with the preset accuracy in accordance with the current
task conditions. The task of choosing the classification
tree model (among a fixed set of constructed LCT/ACT
structures) for a particular problem is determined by a
manifold of parameters that have a determinative impor-
tance with respect to the current applied task (the TS/ST
data sets). It is obvious that, in order to compare and se-
lect a particular classification tree model from the fixed
set, one has to distinguish its most significant characteris-
tics (i.e. attribute space dimensionality, number of verti-
ces, number of the tree construction transitions etc) and to
determine their error with respect to the input data array.

Analyzing the quality criteria for the information
models obtained that depend on the model inaccuracy, the
initial TS/ST data array capacity (the number of training
pairs and the task attribute space dimensionality), the
number of the model structural parameters and so on, is
the principally important issue at this stage of study. It is
obvious that the model errors at the TS and ST data arrays
and for each class (the initial TS part, submanifold) de-
fined by the current applied task initial condition are the
critically important parameters of the ACT model con-
structed.

Note that the basic index of the initial TS data gener-
alization by the classification tree/model is one of the
most important indices that characterize the basic proper-
ties of the ACT models. It is calculated as follows:

m'OUZ
Vi +Naj +2Py

(&)

IMain =
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This classification tree model (the ACT structure)
generalization index reflects its basic parameters/ charac-
teristics of classification trees and may be used as an op-
timality criterion in the procedure of assessing the arbi-
trary tree-like recognition scheme, for example, in the
case of the methods of constructing and selecting the ran-
dom classification trees from Ref. [9] (with the allowance
made for their structural parameters). In any arbitrary
applied task, it is essential to maximize the parameter
Ipgain (e. the ACT model generalization index). This

allows one to achieve the most optimal classification tree
structure and obtain actually the maximal compression of
the initial TS data (i.e. to present the initial data array as
the minimal by its structural complexity tree) [7]. It
should also be emphasized that the issue of reducing the
tree structure complexity (namely, the number of nodes,
vertices, attributes, algorithms in the classification tree
structure, total number of transitions in the model struc-
ture), the information system general memory and proces-
sor time consumption parameters remains a principal
moment at the LCT/ACT (classification model) structure
construction. So, the total integral quality index presented
below is an important quality index of the model con-
structed in a form of the classification tree with the inclu-
sion of the ACT model structure parameters:

Frog
OUZ .zi Pi

Note that the parameter Er,;, is here the total number

(6)

QMain -

of errors in the ACT model at the initial test and training
selection data arrays — Er,; = En,,. +Et,., while M 4 is

the total capacity of the above two arrays— M, =m+T .
The parameter Fry; characterizes the total number of

vertices in the obtained ACT model with the resultant
values fr (RF, i.e. the classification tree leaves), while

the parameter O, represents the total number of all the

generalized attributes in the ACT model structure. A set
of parameters p; defines the most important classifica-

tion tree characteristics (in accordance with the LCT/ACT
structures) under assessment (for instance, the number of
elementary or generalized attributes used in the classifica-
tion tree model, the number of transitions between the
classification tree vertices, layers etc).

Note that this integral ACT model quality index will
take the values from zero to unit. The less is this index,
the worse is the quality of the classification tree con-
structed, and, vice versa, the larger is the index, the best
will be the final model. Thus, the suggested integral as-
sessment of the classification tree (the ACT structure)
reflects the basic classification tree parame-
ters/characteristics and may be used as the optimality cri-
terion in the procedure of assessment of the arbitrary tree-
like recognition scheme (according to the own model pa-
rameters).
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Thus, at the Uzhhorod National University, the soft-
ware complex Orion III has been developed being used to
generate the autonomous recognition/classification sys-
tems. This system algorithmic library has 13 recognition
algorithms/schemes including the above algorithmic re-
alization of the ACT construction using the limited
method suggested above.

The basic task used to check operation of the limited
ACT construction method was reduced to that of classify-
ing the array of geological data (the oil-bearing bed parti-
tioning problem). A set of 22 basic elementary attributes
was used to recognize objects, whereas in the TS informa-
tion was presented about the objects from two classes. At
the examination stage, the classification system (the ACT
model) was constructed being intended to provide an effi-
cient recognition of unknown classification objects with
respect to these two classes.

Information concerning the two classes of objects is
presented in the TS. At the examination stage, the classi-
fication system constructed has to provide an efficient
recognition of unknown classification methods with re-
spect to the above two classes.

At the initial stage of the software system operation,
the training selection was automatically checked for cor-
rectness (searching and eliminating the similar objects of
different belonging — the first-kind errors).

5 RESULTS
The initial TS presents information about the partition
R into two classes. At the examination stage (on the ST
basis), the classification scheme constructed must ensure
the efficient recognition (classification) of unknown-
classification objects with respect to these classes. Note
that the 7i-class training pairs (the oil-bearing beds)

dominated in the training information array in the propor-
tion ~(1.5/1), while the TS array included 1250 objects

(sets of known classification), and the efficiency of the
constructed recognition system was estimated at the test
volume selection of 240 objects. It should be noted that
the ST array had a form of a separated part of the initial
TS (it consisted of discrete objects of known classifica-
tion). Usually such test selection volume is not sufficient
for a comprehensive analysis of the constructed classifica-
tion tree model quality, but in relation with the limited
character of the TS itself even such ST allows the main
parameters of synthesized LCT/ACT structures to be as-
sessed and analyzed. The test and training selection array
data were obtained on the basis of the geological survey
on the territory of Transcarpathian province during the
period from 2001 to 2011. The fragment of the main re-
sults of the above experiments, the comparative tests of
the ACT (the classification tree structure) model construc-
tion methods at the data array for this applied task is pre-
sented in Table 1. We shall emphasize that constructed
ACT models (structures) provided necessary accuracy and
efficiency level defined by the applied task condition,
desired speed and system operating memory consump-
tion, but demonstrated different structural complexity of
constructed classification trees (the LCT construction
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complexity parameters) and a set of generalized attributes
(in the comparative cases of the algorithmic classification
tree models, i.e. the ACT structures [20]).

6 DISCUSSION

Note that the general assessment of the ACT model
quality made in the present study (certainly, it may be
adapted for the case of the LCT structures) fixes the most
important characteristics/parameters of the constructed
classification trees and can be used as the optimality crite-
rion in the procedure of the ACT construction and final
model selection (ranking) from the ACT model manifold.
It should be noted that the ACT structure, like the limited
algorithmic tree method, only handles the constructed sets
of generalized attributes (classification algorithms) and
may not be interested in the fact by what algo-
rithm/method (scheme, rule) they have been obtained.
Each of the schemes constructed according to the algo-
rithmic tree method will be a general recognition scheme
(the ACT model) to be used for practical purposes (i.e.
processing large experimental data arrays in a form of
discrete sets). It is important that the classification scheme
obtained will, to some extent, be a new recognition algo-
rithm (synthesized, obviously, from the known algorithms
and methods). The ACT structure (new classification
scheme) obtained is characterized by a high flexibility
with respect to a certain application and by a relatively
compact structure of the model itself, however, it requires
relatively high hardware expenditures to preserve general-
ized attributes (or their sets) and the initial assessment of
the classification algorithm quality according to the TS
data. The ACT models, as compared to the LCT struc-
tures, have high classification rule speed, comparable
hardware expenditures for the tree structure preservation
and operation, as well as high classification quality.

CONCLUSIONS
In this work, a problem of constructing the limited
method of synthesizing the algorithmic classification tree
models on the basis of the TS approximation by a set of
independent classification algorithms in conditions of
limitations imposed on the paths of the ACT structure
completion has been solved.

The scientific novelty of the obtained results is related
to the fact that the limited method of constructing the
ACT structures has been suggested for the first time on
the basis of the autonomous recognition/classification
algorithm assessment and ranking for generating the clas-
sification tree structure (the ACT model) with the limita-
tion set imposed on the ACT (the classification tree
model) construction completion directions. In this case at
each step of the classification tree branching a certain part
of the TS (or its submanifold) is being approximated.
Note that the branching criterion for the ACT structures
(in the limited ACT construction method) may be used
not only to assess the quality of some classification algo-
rithms, but also to calculate the efficiency of bound algo-
rithm sets that will allow more optimal structure of the
ACT synthesized in accordance with the initial TS data to
be achieved. In this work, a set of general indices (pa-
rameters) has been suggested enabling the general charac-
teristics of the ACT model to be presented effectively. It
also could be used to select the most optimal ACT from
the set of classification trees constructed in accordance
with the random classification trees.

The practical value of the results obtained is that the
suggested limited method of constructing the ACT mod-
els (the LCT/ACT structures) was realized in the algo-
rithm library of the universal software system ORION III
to solve various practical problems of classifying (recog-
nizing) the different-type discrete object arrays.

Note that the practical testing has proven the effi-
ciency and performance of the developed software and
suggested ACT models allowing one to formulate rec-
ommendations on the use of the above approach (the lim-
ited LCT/ACT model method) and its software realization
for a wide spectrum of applied discrete object classifica-
tion/recognition tasks.

Looking ahead, the further studies may be directed
towards the development of algorithmic classification tree
(the ACT structure boosting) methods of optimizing the
software realizations of the suggested limited ACT con-
struction method as well as its practical approbation at the
family of real classification/recognition tasks.

Table 1 — Comparative table of classification tree (LCT/ACT) models/methods

Classification tree (LCT/ACT) Integral classification tree Total number of model errors
No. method (scheme) model quality index, QMain at TS and ST, Er,,
Full LCT method on the basis of
! elementary attribute (attribute set) selection 0.004789 2
2 LCT model with a single assessment of attribute (attribute 0.002263 3
set) importance

3 Limited LCT structure construction method (Z=5) 0.003168 4
4 Limited LCT structure construction method LCT (Z=9) 0.003029 3
5 Algorithmic tree (type I) method 0.005234 0
6 Algorithmic tree (type 1) method 0.002941 0

ACT method (type I) on the basis of a
7 hypersphere algorithm as the GA 0.005445 0

ACT method (type I) on the basis of a
8 hypercube algorithm as the GA 0.005139 :
9 Limited ACT model construction method (Z=6) 0.003018 2
10 Limited ACT model construction method (Z=10) 0.003176 1
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YK 001.891:65.011.56
OBMEXEHUI METO/I JJISI BULIAIKY AJITOPUTMIYHOI'O JTEPEBA KJACH®IKALILI

Moexan I. ®. — xanz. TexXH. HayK, JOIEHT, TOLEHT KadeapH nporpamMHoro 3abesmnedenns cucteM JJBH3 Yxroponcekuiit Hatio-
HaJILHUH YHIBEpCUTET, M. YKropoJ, YKpaiHa.

AHOTAIIA

AxTyanbHicTh. Po3risinyTa 3aranpHa 3agada moOy/I0BH alrOPHUTMIYHUX IepeB po3mi3HaBaHHs (kmacudikariii) Ha OCHOBI oOMe-
JKEHOTO METOJY B Teopii ITy4HOro iHTeNneKTy. OO’ €KTOM JaHOTO JOCHIIKEHHS € KOHLEMIISA AepeBa Kiacu}ikamii (anropuTMidYHOTO
nepeBa kinacudikamii Ha 6a3i oOMexeHOro MeToy). [IpenmeToM MOCTiKEHHS € aKTyalbHI METOIH, allTOPUTMHU Ta cxeMHr (oOMexe-
HUI METON) MOOYIOBU aNTOPUTMIUHHX AepeB Kiacupikarii.

Meta. Metoro naHoi poOOTH € CTBOPEHHS IIPOCTOTO Ta eheKTHBHOTO 0OMEXEHOTr0 METOLy OOy J0BH JepPEBONOAIOHNX MOAEIeH
posmi3HaBaHHS Ta Kiacugikanii Ha OCHOBI aJrOPUTMIYHUX JepeB Kiacudikaiii Juisi HaBYaIbHUX BHOIPOK MUCKpeTHOI iH(popmamii
BEJIMKOTO 00’ €My — SIKMH XapaKTepU3YEThCs CTPYKTYPOIO OTPUMaHMX JiepeB Kiacu(ikamii 3 He3ale)KHUX alrOpUTMIB pO3ITi3HABAHHS
OLIIHEHHX Ha OCHOBI (PyHKI[IOHATY PO3paxyHKY 1X 3araibHOi e(h)eKTUBHOCTI [UIsl LIMPOKOTO KJIAcy MPUKIAJHHUX 33/1a4.

Merton. [TponoHyeTbcs oOMexeHnit MeTo OOy IOBH aITrOPUTMIUHHX JepeB Kiacudikallii, SKuid A1 3a1aHol oYaTKoOBOI Ha-
BYANIbHOT BHOIPKH HOBUIFHOTO po3Mipy Oyaye aepeBomoaiOHy cTpykTypy (Momens AJIK), sika ckiafaeTbes 3 HAOOpYy aBTOHOMHUX
ITOPUTMIB Kiacu(ikarii Ta po3mi3HaBaHHS OLIHEHUX HA KOXXHOMY Kpori (etami) mooynosu AJIK 3a 1aHOIO MOYaTKOBOIO BUOIPKOIO.
To6To mponoHyeThes: OOMEKEHUH METO] MOOYAO0BH aTOPUTMIYHOTO JiepeBa KiacHu(ikamii OCHOBHA iJies SIKOTO IIOJISra€e B 110 KPOKO-
Bilf ampokcuManii HadaJbHOI BHOIPKH IOBLTEHOTO 00’€My Ta CTPYKTYpH HaOOpOM He3aJeXHUX alrOpUTMIB KiracH(ikamii Ta po3mi-
3HaBaHHA. [laHuii MeTox npu GopMyBaHHI IIOTOYHOI BEPIIMHYU AITOPUTMIYHOrO JepeBa (Bysia, y3araiapHeHoi o3Haku AJIK) 3abe3-
neyye BHIUICHHS HaWOLIbII eeKTHBHMX (SIKICHMX) aBTOHOMHHMX QJITOPUTMIB Kiacu¢ikamii 3 MOYaTKOBOro Habopy Ta I00yIOBY
nuiie THX HUsixiB B ctpyktypi AJIK ne BinmOyBaeThcs HaiOinblia KinbKiCTh HOMIIOK Kiacudikamii. Takuit miaxin npu noOymosi
pe3ynbTytouoro aepesa kinacudikarii (Moxeni AJIK) 103BoJisie 3HAYHO CKOPOTUTH PO3MIp Ta CKIaJHICTh AepeBa (3arajbHy KilNbKICTh
MePEeXo/IiB, BEPUIMH Ta SAPYCiB CTPYKTYPH) HMiIBUIIUTH AKICTh HOro HACTYITHOTO aHadi3y (iHTeprpeTabelbHICTh), MOKIHUBICTD IEKO-
Mno3ulii, Ta OyayBatu cTpykrypu ALK B yMOBax 00OMeXEHHX amapaTHUX pecypciB. 3ampornoHOBaHMH 0OMEKEHNUH MeTo ] o0y 10BU
ITOPUTMIYHOTO AepeBa Kiacudikarii 103Boisie OyIyBaTh Pi3HOTHIHI JIepeBONOAIOHI MOAENI PO3IMi3HABAaHHS 3 Halepes 3aJaHOI0
TOYHICTIO JUISl IIMPOKOTO KJIAcy 3aJa4 Teopil IITYYHOTO iHTEIEKTY.

PesyabTaTn. Po3pobnenuii Ta npeacTaBieHnii B qaHiil poOOTI 0OMEKEHUH METOJI alrOpUTMIYHOIO JepeBa Kiacudikarii oTpu-
MaB IIPOTrpaMHy peajizaliro Ta OyB JOCIIDKEHUI 1 HOPIBHSIHUM 3 METOAAaMHM JIOTIYHUX JiepeB Kiacudikalii (Ha OCHOBI cenexii Ha-
Oopy eleMEHTapHUX O3HAK), METOJAaMH aJrOPUTMIYHOro JepeBa kiacudikamil (Mepuoro ta Ipyroro TUILy) IPH PO3B’s3Ky 3aiadi
PO3Mi3HABaHHS PEAIBHUX JAHUX FEOJIOTIYHOTO THILY.

BuchHosku. [IpoBeseHi B gaHiif poOOTI €KCIIEPUMEHTH MIATBEPIMIIH MPae31aTHICTh 3aPONOHOBAHOTO MaTEeMAaTHYHOTO 3a0e3-
MEYEHHS Ta TOKA3yI0Th MOKIIHMBICTh HOrO IEPCIIEKTHBHOTO BUKOPHMCTAHHS JUISl PO3B’S3KY IIHPOKOTO CIEKTPY MPAKTHYHUX 3a]ad
posmi3zHaBaHHS Ta Kiacudikanii. [lepcrieKTHBY MoOAaNbIINX JOCTIPKEHB Ta anpobamiii MOXyTh HOJISITaTH B CTBOPEHHI METOMIB AJIro-
pUTMIYHOTO JiepeBa Kinacu(ikamii iHITNX THIIB, SKi MOJIATAIOTH B BEIECHHI KPUTEPIIO 3yMHUHKH IPOIEeAypH To0YI0BH MOJIENI JiepeBa
3a TIIMOWHOI0 CTPYKTYPH, ONTUMI3alil HOro NporpaMHMX peajisawiif, a TAKOXK eKCIIePUMEHTAIBHUX JOCHIIKEHHIX TaHOTO METOY
Ha OLIBLI ITUPOKE KOJIO IPAKTUYHUX 3a1au.

KJIFOYOBI CJIOBA: anroputmivyHe nepeBo kiacugikanii, po3nisHaBaHHs 00pas3iB, Kilacu(ikaris, anroputM Kiacudikarii,
KPUTEPill po3ranyKeHHsl, 0OMEKESHHUI METOI.

YK 001.891:65.011.56
OIrPAHUYEHHBIN METO/I 1)1 CIYUYAS AJITOPUTMHAYECKOI'O TEPEBA KJITACCUDPUKALINHI
Mosxan U. ®. — xaHI. TeXH. HAyK, JIOILEHT, AOLECHT Kadeapsl mporpaMMHoro obecredenus cucreM ['BY3 Vixkroponckuit Ha-
LIUOHAJIbHBII YHUBEPCUTET, I. YKropoJ, YKpauHa.

AHHOTAIUSA

AKTyalIbHOCTB. PaccMoTpeHa o011ast 3aa4a MoCTPOCHHUS allTOPUTMUYECKIX AEPEBbEB PACIO3HABaHUS (KjIaccu(HUKanuy) Ha OC-
HOBE OrPaHUYCHHOI0 METO/Ia B TEOPUHU UCKYCCTBEHHOIO HHTEIIEKTa. OOBEKTOM JaHHOTO UCCIICNOBAHUS SBIISETCS KOHLEHLHUS Aepe-
Ba KJaccU(pUKAUK (AITOPUTMHUIECKOTO JepeBa KilacCU(pHUKaIUN Ha 0a3e OrpaHMYEHHOro MeTona). [IpemMeToM MccienoBaHUsS SB-
JISIIOTCSL AKTYaJIbHBIE METO/IbI, aITOPUTMBI U CXEMbI (OIPaHMYCHHBIH METOM) MOCTPOCHHS aIrOPUTMHYECKUX JIEPEBbEB KiIacCH(HKa-
LN,

Hean. Llensio qanHO# paboOTHI SABISIETCS CO3JJAaHUE IPOCTOrO M d(PPEKTHBHOIO OTPAaHMYEHHOI'O METOa HOCTPOCHHS JIPEBOBHI-
HBIX MO/l paclio3HaBaHUs ¥ KJIacCH(UKAIMK HA OCHOBE aTOPUTMa JIePEBbEB KIIACCU(PUKALNY JUIsl y4EOHBIX BEIOOPOK JUCKPET-
HOI MHpOpManuK GONBIIOro 00beMa — XapaKTepU3yeTCsl CTPYKTYPOIl IOJYUYEHHBIX IepeBbeB KIIacCU(HKAIMU U3 HE3aBUCHUMBIX all-
TOPUTMOB PACIIO3HABAHHS OLGHEHHBIX Ha OCHOBE (DYHKIHOHAJa pacyera UX oOmer 3G(eKTHBHOCTH 11 LIMPOKOro Kiacca IpH-
KJIaJIHBIX 3a/]a4.
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Merton. IIpemiaraercs orpaHHYEHHBIH METO IIOCTPOCHHS alTOPUTMUYECKUX AEPEBbEB KIACCU(PUKAINH, KOTOPBIN JUIs 3aJaHHOM
HavyaJbHOW 00yuaromieil BEIOOPKH MPOHM3BOJIBHOIO pa3Mepa CTPOUT APEBOBHUAHYIO cTpyKTypy (Mozens AJIK), koTtopas cocTouT u3
Habopa aBTOHOMHBIX AJITOPUTMOB KJIacCH(MKAIMU M PACIIO3HABaHWUS, OLIGHEHHBIX Ha KaxxIoM mare (3rtame) nocrpoenus AJIK mo
JaHHOU HayanbHOH BeIOOpKE. To ecTh mpeiaraeTcs OrpaHMYeHHBIH METO IOCTPOSHUS AITOPUTMHYECKOr0 JepeBa KiaccupuKanuu
OCHOBHasl MIesl KOTOPOT'o 3aKJIF0YaeTCsl B MO L1aroBoil anmpoKCHMaluyi HadanbHOI BBIOOPKH MPOU3BOJIILHOTO 00BEMA U CTPYKTYPHI
Ha0OpOM HE3aBHCHMBIX alTOPHUTMOB KIACCH(HKAIMU U pacro3HaBaHHs. JlaHHBIN MeTox mpu (HOPMHUPOBAHUH TEKyIIeil BEPIIMHBI
anroputTMuyeckoro aepesa (ysia, obobmenHoi npusHaku AJIK) obecneunBaeT BbimeneHHe HanOosee 3PPEKTUBHBIX (Ka4eCTBECH-
HBIX) aBTOHOMHBIX aJITOPUTMOB KJIaCCH(MKAIMK ¢ HAadaJIbHOr0 Habopa U JOCTPOIKY TONBKO Tex myTei B cTpykType AJIK rme mpo-
HCXOAUT HanOOJIbIIee KOJIMIECTBO OMMOOK KiIaccudukanuy. Takol Moxxo/ Py HOCTPOSHHH PE3YIETHPYIONIETO iepeBa KiracCudu-
kanuu (Monenu AJIK) mo3BosisieT 3HAaYUTEIbHO COKPATUTh pa3Mep U CIOKHOCTH JepeBa (00Iee KOJHUECTBO MEPEX0I0B, BEPIIMH U
SIPyCOB CTPYKTYPBI) BO-BH3XKUT KAueCTBO €r0 IOCIEAYIOIIEro aHaiun3a (MHTepHpeTabebHOCTh), BO3MOXKHOCTD JIEKOMITO3UIMU, U
cTpouth cTpykTyphl AJIK B yCIOBHSAX OrpaHHUCHHBIX alMapaTHBIX pecypcoB. IIpeanoskeHHbII orpaHUYeHHBIH METOJ MOCTPOSHUS
AJITOPUTMHUYECKOTO JepeBa KIacCU(HUKAIMK TO3BONSAET CTPOUTH PA3HOTHUIIHBIE JPEBOBUIHBIE MOJENU PACIO3HABAHUS C Hamepen
3aaHHON TOYHOCTBIO ISl MIMPOKOTO KJIacca 3a1ad TEOPHU HCKYCCTBEHHOTO MHTEIUICKTA.

Pe3yabTarthl. Pa3paboTan u mpeAcTaBieH B JaHHOH paboTe OrpaHHUYeH METOJ alTOPUTMHYECKOTO JepeBa KIACCH(MHUKAIMN 110-
JIy4/JI IPOTPaMMHYIO peaiM3aliio ¥ ObUT MCCIEeOBaH U CPaBHEH C METOAAaMHM JIOTHYECKHUX JIepeBbeB KilaccH(UKanuy (Ha OCHOBE
ceNeKnuy Habopa 2JIEeMEHTApHBIX MPU3HAKOB), METOAAMH AJITOPUTMHUUYECKOr0O JepeBa KIacCH(pUKAIWy (IIEpBOrO M BTOPOTO THIIA)
IIpU PELICHUN 3a/1a4d PacllO3HaBaHUsl PEabHBIX JAHHBIX [€0JIOTMUYECKOT0 TUIIA.

BriBoasl. [IpoBenieHHbIe B JaHHOI paboTe SKCIIEPUMEHTHI MOATBEPANIN PaOb0TOCIIOCOOHOCTh MPENIOKEHHOTO MaTeMaTHIECKO-
ro obecreyeHus 1 M0Ka3a-I0T BO3MOKHOCTh €r0 MEPCIEeKTHBHOTO MCIONb30BAHMS Ul PEHICHHS IIMPOKOTO CIEKTPa MPAKTHUECKUX
3a7a4 pacro3HaBaHus U knaccudukanuu. IlepcriekTuBbl AanbHEHIINX HCCISI0OBAaHUM U anpoOaryii MOTYT 3aK/II04aThCsl B CO3AaHUU
METOJOB aITOPUTMHYECKOTO JepeBa KIACCH(HUKANN APYTHX THIOB, KOTOPHIE 3aKIIOYAIOTCSA B BEICHUH KPUTEPUS OCTAHOBKHU IMPO-
LeIyphl TIOCTPOSHHST MOAENH JepeBa MO ITyOUHE CTPYKTYPBI, ONTHMH3AIMN €r0 IPOTPaMMHBIX pEealn3aniii, a TakKe IKCIEPHMEH-
TaJIBHBIX UCCIIEOBAHMIX JAaHHOTO METOa Ha 00jee NIMPOKHIl KPYT IPaKTHYECKUX 3a1ad.

KJIIOUYEBBIE CJIOBA: anropurMudeckoe JepeBo KIacCH(PHKAINH, PacliO3HaBaHHE 00pa3oB, KIacCU(PUKaNs, alTOPUTM
KJaccu(UKALMK, KPUTEPHH Pa3BETBICHUS, OIPAHHYCHHbBIA METO/I.
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