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ABSTRACT

Context. The problem of automating the segmentation of spectral-statistical texture images is considered. The object of research is image processing in dermatological disease diagnostic systems.

Objective. The aim of the research is to improve the segmentation performance of color images of psoriasis lesions by elaboration of a deep learning convolutional neural network without pooling layers.

Method. The convolutional neural network is proposed to process a three-channel psoriasis image with a specified size. The initial color images were scaled to the specified size and then imputed on the neural network. The architecture of the proposed neural network consists of four convolutional layers with batch normalization layers and ReLU activation function. Feature maps from the output of these layers were imputed to the 1×1 convolutional layer with the Softmax activation function. The resulting feature maps were imputed to the image pixel classification layer. When segmenting images, convolutional and pooling layers extract the features of image fragments, and fully connected layers classify the resulting feature vectors, forming a partition of the image into homogeneous segments. The segmentation features are evaluated as a result of network training using ground-truth images which segmented by an expert. Such features are robust to noise and distortion in images. The combination of segmentation results at different scales is determined by the network architecture. Pooling layers were not included in the architecture of the proposed convolutional neural network since they reduce the size of feature maps compared to the size of the original image and can decrease the segmentation performance of small psoriasis lesions and psoriasis lesions of complex shape.

Results. The proposed convolutional neural network has been implemented in software and researched for solving the problem of psoriasis images segmentation.

Conclusions. The use of the proposed convolutional neural network made it possible to enhance the segmentation performance of plaque and guttate psoriasis images, especially at the edges of the lesions. Prospects for further research are to study the performance of the proposed CNN then abrupt changes in color and illumination, blurring, as well as the complex background areas are present on dermatological images, for example, containing clothes or fragments of the interior. It is advisable to use the proposed CNN in other problems of color image processing to segment statistical or spectral-statistical texture regions on a uniform or textured background.
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INTRODUCTION

Medical diagnostic systems are widely used in the field of health care. In particular, such systems can provide information about the pathologies based on medical images. For example, various datasets related to the treatment of dermatological diseases have been collected. A number of datasets include images obtained during the diagnosis of psoriasis. The World Health Organization statistics estimate the number of patients suffering from this disease at 125 million people. According to the International Federation of Psoriasis Associations, the prevalence of this disease depends on the region and ranges from 1.2% to 5%, averaging 3% of the general population [1].

The disease of psoriasis is accompanied by unpleasant sensations such as peeling and itching of the affected areas of the skin, causing discomfort to the patient, and is also a systemic disease, often accompanied by arthritis, diabetes, cardiovascular diseases, etc. To diagnose and monitor the effectiveness of treatment, psoriasis lesions are isolated on photographs of the patient’s skin and evaluate their geometric characteristics. The values of these characteristics are used in assessing the clinical severity of psoriasis using the BSA and the PASI [2].
The identification of psoriasis lesions on skin images by a dermatologist requires a significant time and effort. In addition, since there are other skin diseases similar to psoriasis, then the diagnosis of psoriasis also requires significant experience of a specialist in the field of dermatology. Therefore, medical diagnostic systems are used to perform automated processing of images of psoriasis lesions [3–5].

The object of research is image processing in dermatological disease diagnostic systems.

To assess the clinical severity of psoriasis using the BSA and PASI indexes in dermatological disease diagnostic systems, the results of segmentation of skin images are needed to identify the psoriasis areas [4]. Segmentation of color images of skin affected by psoriasis is a difficult problem due to uneven or insufficient lighting, irregular shape and different sizes of psoriasis lesions, blurred boundaries between lesions and normal skin. In addition, the result of segmentation of images of psoriasis lesions is affected by skin pigmentation and texture that varies from person to person, the presence of hair, as well as the type of skin (dry, oily or combination), which determines its reflectivity.

The subject of the research is the methods of segmentation of color images of psoriasis lesions.

Methods for segmenting color images of psoriasis lesions that do not use convolutional neural networks (CNNs) are generally characterized by low performance [6–8], which is due to the natural variability of human skin and the size of psoriasis lesions. So, plaque psoriasis is often characterized by the lesions of considerable size, while guttate psoriasis is appeared by small lesions. The psoriasis image segmentation is also significantly affected by the experience of the researcher and the segmentation feature selection. Therefore, deep learning CNNs have recently been used to segment color images of psoriasis lesions, providing automatic feature selection [9–10]. The most common architecture of such networks includes convolutional layers, pooling layers and fully connected layers. When segmenting images, convolutional and pooling layers extract the features of image fragments, and fully connected layers classify the resulting feature vectors, forming a partition of the image into non-overlapping regions corresponding to regions of lesions and normal skin. To do this, each pixel of the original image must be associated with the value of the target feature. There is a label of one of two classes, specifically, 0 for normal skin, 1 for psoriasis lesion. The values of the target feature for the psoriasis image should be represented as a binary image which is the result of segmentation.

To segment the color images of psoriasis lesions, a CNN elaboration is needed. The CNN input is a three-dimensional matrix of intensity values of color components for image pixels. At the output of this network, a two-dimensional matrix of target feature values is obtained for each image pixel. To construct a convolutional neural network $CNN=\{\text{struct, param}\}$, it is necessary to select its architecture $\text{struct}$ and evaluate network parameters $\text{param}$ so as to minimize the cost function on the training set [11, 12]. It is assumed that the training set includes psoriasis images and corresponding ground-truth images for CNN parameters learning.

2 REVIEW OF THE LITERATURE

An analysis of the literature shows that psoriasis image processing implies either classification of such images to determine the severity of the disease [13–15] or psoriasis image segmentation [16–18], since the area of psoriatic lesions is taken into account when determining the severity of the disease and evaluating the effectiveness of treatment [2, 4, 10]. When selecting and evaluating the psoriasis image features it is important to consider that normal skin regions differ from psoriasis lesions both in color and texture. For example these regions can be distinguished by the values of the amplitude and frequency of the components of the spectral texture [19, 20]. Therefore, single-scale and multi-scale methods are presented in the literature for psoriasis image processing.

Single-scale methods use color features and/or spectral features at the dominant frequency. Such methods segmenting psoriasis image into areas of normal skin and psoriasis lesions, based on the feature vectors calculated in the neighborhood of each pixel. The the resulting segmentation performance depends on the parameter values setting. In addition there are difficulties in segmenting objects of different sizes and setting of parameters.

Thus, in [7], two color spaces were used to segment psoriatic plaques on skin images, namely CIE Luv and CIE Lch. In the CIE Luv space, the color feature vectors of the pixels were clustered based on the Gaussian mixture model, and in the CIE Lch color space, a semi-wrapped Gaussian mixture model was proposed to solve this problem. For the localization of plaques on the skin, the von Mises distribution was assumed to determine the
The recognition of the seven skin diseases reached 94.4% after activation function. The average percentage of correct was followed by batch normalization and a ReLU activation function. The MobilNet. This network alternates convolutional layers and depthwise separable convolutions with depthwise and pointwise layers. Each of these 27 layers was followed by batch normalization and a ReLU activation function. The average percentage of correct recognition of the seven skin diseases reached 94.4% after oversampling to balance the data set and pre-process the researched images.

In [13], images of psoriasis lesions were classified into images of plaque psoriasis and guttate psoriasis. A CNN was used with two convolutional layers, followed by pooling layers, then two fully connected layers were applied. Correct image recognition of plaque and guttate psoriasis was 82.9% and 72.4%.

In [4], psoriasis images were analyzed to automatically form the severity of the disease. The severity of the psoriasis is assessed on the basis of the erythema or redness level, the degree of scale, the thickness or induration of psoriasis plaques on the human skin. The percentage of the body surface area affected by psoriasis also included in PASI estimation. Psoriasis images were classified by a CNN that consisted of a shared subnet followed by three parallel subnets. At the output of these subnets, the level of the disease severity was obtained for each of the three features as an integer from 0 to 4. The shared subnet consisted of 5 convolutional layers with the ReLU activation function and normalization after the 1st and 2nd layers, as well as three pooling layers after the 1st, 2nd, 5th convolutional layers. Subnets for each feature included 2 fully connected layers with the ReLU activation function, after which the SoftMax activation function was applied. The correct recognition of the severity scores based on the each feature was 60%, and about 94% if assuming a maximum deviation ±1 from the actual scores for any of erythema, scaling and induration scores. Under this assumption, the correct recognition of the severity scores is 85.3%.

In [9], a modified U-Net architecture referred as PsLSNet was proposed for the segmentation of psoriasis images. It is a deep learning CNN with 29 layers. By reducing the covariant shift through the implementation of PsLSNet, the training time is reduced compared to U-Net. The PsLSNet network is able to segment psoriasis images even under poor acquisition conditions and in the presence of artifacts. The average percentage of correctly segmented pixels was 94.8% with a sensitivity of 89.6% and a specificity of 97.6%.

In [10], it was assumed that psoriasis images may be blurred or contain areas of a complex background. For the segmentation of such images, a YOLACT CNN has been developed, which includes four consecutive subnets. These are a subnet for evaluating segmentation features, a subnet for generating feature maps at different image scales, a subnet for classifying the obtained feature vectors, and a subnet for generating the result of segmentation and post-processing. Correct segmentation of image pixels was achieved in 96–97% of cases.

The analysis of methods of psoriasis image segmentation showed that the main characteristic of these methods is the segmentation performance, which is affected by the shape and sizes of isolated lesions that differ for plaque and guttate psoriasis. In the case of express diagnostics, the time of image processing is also significant.
Single-scale methods are characterized by high speed, but the segmentation performance is low, especially when identifying small psoriasis lesions and complex-shaped psoriasis lesions. The results of image segmentation often contain defects in the form of small regions at the boundaries of areas corresponding to psoriasis lesions. In addition, parameters setting are time consuming for single-scale methods.

Multiscale methods are characterized by a higher performance of psoriasis image segmentation due to the better localization of the boundaries of psoriasis lesions. However, these methods are often unable to segment the small lesions or fragments of lesions of complex shape, mistaking them for areas of healthy skin. If the multiscale methods of psoriasis image segmentation don’t use the CNN, then it is necessary for the researcher to select segmentation features, the procedure for their evaluation, and a method for combining segmentation results at different scales. The use of CNN allows to avoid these difficulties, since segmentation features are evaluated as a result of network training using ground-truth images which segmented by an expert. Such features are robust to noise and distortion in images. The combination of segmentation results at different scales is determined by the network architecture. However, deep learning CNN contains a large number of layers and, accordingly, is characterized by a significant number of parameters. The training of such CNN requires a large training set, and the complexity of the architecture increases the network training time. In addition, a common drawback of the CNN in solving the problem of psoriasis image segmentation is the low performance if objects of small sizes or complex shapes are processed. This due to the inclusion of pooling layers in the network architecture, which reduce the scale of image feature maps.

### 3 MATERIALS AND METHODS

The proposed neural network is elaborated to process a three-channel image with a size of 224×224 pixels. Therefore, the initial color images were scaled to the specified size and then giving them as input of the neural network. The architecture of the proposed neural network is shown in Table 1. This CNN contains five convolutional layers, four batch normalization layers, four ReLU activation function layers, one Softmax activation function layer, and one image pixel classification layer. The first convolutional layer uses 18 convolution kernels of size 85×85×3 pixels with a stride of 1 pixel. The feature maps at the output of this layer are batch normalized and then the ReLU activation function is applied. Next, feature maps from the output of the ReLU activation function layer, were inputed to the second convolutional layer, which uses 18 convolution kernels of size 55×55×3 pixels with a stride of 1 pixel. The feature maps at the output of this layer are also batch normalized and then the ReLU activation function is applied again. The resulting feature maps were inputed to the third convolutional layer, which uses 18 convolution kernels of size 35×35×3 pixels with a stride of 1 pixel. The feature maps at the output of this layer are again batch normalized, and then the ReLU activation function is applied again. It is followed by the fourth convolutional layer, which uses 18 convolution kernels of size 15×15×3 pixels with a stride of 1 pixel. The obtained feature maps at the output of this layer are batch normalized, and then the ReLU activation function is applied again. Feature

<table>
<thead>
<tr>
<th>Layer number</th>
<th>Type</th>
<th>Comment</th>
<th>Activations</th>
<th>Learnables</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Image Input</td>
<td>256×256×3 images with zero center normalization</td>
<td>224×224×3</td>
<td>–</td>
</tr>
<tr>
<td>2</td>
<td>Convolution</td>
<td>18 85×85×3 convolutions with stride [1 1] and same padding</td>
<td>224×224×18</td>
<td>Weights: 85×85×3×18 Bias: 1×1×18</td>
</tr>
<tr>
<td>3</td>
<td>Batch normalization</td>
<td>Batch normalization with 18 channels</td>
<td>224×224×18</td>
<td>Offset: 1×1×18 Scale: 1×1×18</td>
</tr>
<tr>
<td>4</td>
<td>ReLU</td>
<td>Activation function</td>
<td>224×224×18</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Convolution</td>
<td>18 55×55×3 convolutions with stride [1 1] and same padding</td>
<td>224×224×18</td>
<td>Weights: 55×55×3×18 Bias: 1×1×18</td>
</tr>
<tr>
<td>6</td>
<td>Batch normalization</td>
<td>Batch normalization with 18 channels</td>
<td>224×224×18</td>
<td>Offset: 1×1×18 Scale: 1×1×18</td>
</tr>
<tr>
<td>7</td>
<td>ReLU</td>
<td>Activation function</td>
<td>224×224×18</td>
<td>–</td>
</tr>
<tr>
<td>8</td>
<td>Convolution</td>
<td>18 35×35×3 convolutions with stride [1 1] and same padding</td>
<td>224×224×18</td>
<td>Weights: 35×35×3×18 Bias: 1×1×18</td>
</tr>
<tr>
<td>9</td>
<td>Batch normalization</td>
<td>Batch normalization with 18 channels</td>
<td>224×224×18</td>
<td>Offset: 1×1×18 Scale: 1×1×18</td>
</tr>
<tr>
<td>10</td>
<td>ReLU</td>
<td>Activation function</td>
<td>224×224×18</td>
<td>–</td>
</tr>
<tr>
<td>11</td>
<td>Convolution</td>
<td>18 15×15×3 convolutions with stride [1 1] and same padding</td>
<td>224×224×18</td>
<td>Weights: 15×15×3×18 Bias: 1×1×18</td>
</tr>
<tr>
<td>12</td>
<td>Batch normalization</td>
<td>Batch normalization with 18 channels</td>
<td>224×224×18</td>
<td>Offset: 1×1×18 Scale: 1×1×18</td>
</tr>
<tr>
<td>13</td>
<td>ReLU</td>
<td>Activation function</td>
<td>224×224×18</td>
<td>–</td>
</tr>
<tr>
<td>14</td>
<td>Convolution</td>
<td>2 1×1×18 convolutions with stride [1 1] and same padding</td>
<td>224×224×2</td>
<td>Weights: 1×1×18×2 Bias: 1×1×2</td>
</tr>
<tr>
<td>15</td>
<td>Softmax</td>
<td>Activation function</td>
<td>224×224×2</td>
<td>–</td>
</tr>
<tr>
<td>16</td>
<td>Pixel classification</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>
maps from the output of this layer were inputted to the fifth convolutional layer, which uses 2 convolution kernels of size 1×1×18 pixels with a stride of 1 pixel, then the Softmax activation function is applied. The resulting feature maps were applied to the image pixel classification layer.

In the convolution layer, the matrix of the convolution kernel moves through a two-dimensional array of image pixels. The values of the corresponding image elements and the convolution kernel are multiplied, the results are added up and inputted on the next layer. Usually, several convolution kernels are used in the convolution layer. In addition, it is the stride parameter, which indicates the convolution kernel shift along the image matrix.

Batch normalization layer solves vanishing gradient problem and train deep neural networks consisting of a few dozen layers. It is known that the error backpropagation algorithm converges faster if the input data is normalized (has zero mean and unit variance) [13]. However, when a signal propagates through a neural network, its mean value and variance can change significantly. To avoid this, the standard normalization of the outputs of the convolutional layer is performed by subtracting from each output \( x_i \) the average value \( \mu_i \) of the input packet examples by dimension \( i \) and dividing by \( (\sigma_i + \varepsilon)^{0.5} \), where \( \sigma_i \) is the standard deviation of the input packet images by dimension \( i \), \( \varepsilon \) is a constant that ensures the stability of calculations. However, normalizing the output of a neural network convolutional layer can change the representation of the data in the next layer. Therefore, two parameters are introduced: compression \( \gamma \) and shift \( \beta \) of the normalized value for each output, which are adjusted in the learning process along with the rest of the parameters and transform the normalized output value \( x_{ni} \) as \( y = y_{ni}^{\gamma} + \beta \). For convolutional neural networks, batch normalization reduces training time and reduces the chance of overfitting.

The ReLU activation function \( \text{ReLU}(y) = \max(0, y) \) returns 0 for a negative argument, and in the case of a positive argument, returns the same. The advantages of this function over the sigmoid are the fast calculation of the derivative (for negative arguments it is 0, for positive ones it is 1), and the sparseness of activation (fewer neurons being activated).

Pooling layers were not included in the architecture of the proposed CNN since they reduce the size of feature maps compared to the size of the original image and can decrease the segmentation performance of small psoriasis lesions and psoriasis lesions of complex shape.

4 EXPERIMENTS

As a result of the experiment, the segmentation performance was estimated for 50 images of psoriasis lesions from the [22]. The researched images contained only areas of healthy skin and psoriasis lesions. Areas corresponding to the background were absent. The image sizes varied as follows. For the images of plaque psoriasis the height varied from 200 to 380 pixels, and the width varied from 180 to 500 pixels. The height of the images of guttate psoriasis varied from 400 to 800 pixels, the width from 300 to 530 pixels. These images were marked by an expert on areas of normal skin and psoriasis lesions. Then the segmentation performance was estimated by confusion matrices [23, 24]. Since psoriasis images were segmented on health skin and psoriasis lesions, then the confusion matrix of size 2×2 consists of the following elements. TP is the percentage of image pixels from the class labeled “Normal skin” that are correctly assigned to the class labeled “Normal skin”; FP is the percentage of image pixels from the class labeled “Psoriasis lesion” that are incorrectly assigned to the class labeled “Normal skin”; FN is the percentage of image pixels from the class labeled “Normal skin” incorrectly assigned to the class labeled “Psoriasis lesion”; TN is the percentage of image pixels from the class labeled “Psoriasis lesion” that are correctly assigned to the class labeled “Psoriasis lesion”.

To characterize the detection of the edges of psoriasis lesions, the FOM value [25] was used:

\[
FOM = \frac{1}{I} \sum_{i=1}^{I} \frac{1}{1 + \alpha d_i^2},
\]

where \( I = \max(I_0, I_1) \). The FOM value is normalized such that \( FOM=1 \) for a well detected edge. The factor 1/I characterizes doubled and split edges.

When training the proposed CNN, a cross-entropy loss function was used, for which the relative frequencies \( w \) and \( 1-w \) of the appearance of pixels of the “Normal skin” and “Psoriasis lesion” classes were taken into account. For each image pixel, the value of cross-entropy \( L \) was calculated by the formula

\[
L = - (1/w) t_i \log_2 y_1 - 1/(1-w) t_i \log_2 y_2,
\]

where \( t_i = 1 \) if the image pixel is assigned to class \( i \) on the ground-truth image, otherwise \( t_i = 0 \), with \( i = 1 \) for the class “Normal skin” and \( i = 2 \) for the class “Psoriasis lesion”. The \( y_i \) value is the result of calculating the value of the Softmax function for the image pixel under consideration. It is interpreted as the probability that an image pixel belongs to the class “Normal skin” (\( i = 1 \)) or “Psoriasis lesion” (\( i = 2 \)). To calculate the cross-entropy of the image, the values of \( L \) were summed over all its pixels.

First, as part of the experiment, RGB, Lab, YCbCr, HSV, YIQ, XYZ color spaces were used to represent images of psoriasis lesions [26]. In this part of experiment the proposed CNN and U-Net [27] consisting of four levels relaxied by 3×3 convolutions are researched. The stochastic gradient descent with a moment 0.9 and an initial learning rate of 0.01 was used to train the proposed CNN. The Adam method with an initial learning rate of 0.0001 was used to train the U-Net.

Note that the color images of lesions of plaque and guttate psoriasis differ significantly in their properties, primarily in the size of the lesions, as well as their color.
and texture. Plaque psoriasis usually presents by red or light gray lesions of considerable size with coarse grained texture, while guttate psoriasis presents by small reddish lesions of fine texture. Therefore, in this research, segmentation performance was evaluated separately for images of plaque and guttate psoriasis, in contrast to the papers [6–10, 19–21] and others, in which segmentation performance measures were averaged over images of both classes.

Second, as part of the experiment, the Adam method with an initial learning rate of 0.05 and the stochastic gradient descent with a moment of 0.9, and an initial learning rate of 0.01 was used to train the proposed CNN on the researched psoriasis images. To avoid overfitting of the network, training was stopped when the value of the loss function began to increase. The number of training epochs depended on the color space in which the images were presented.

Third, as part of the experiment, the psoriasis image segmentation performance for the proposed CNN was compared with the known segmentation methods [6–10, 19–21]. The accuracy measure is used. It represents the integral characteristic of the segmentation performance calculated by averaging of TR and TN.

And at last, the comparison of processing time was made for the image segmentation by the proposed CNN and the U-Net [27] for the researched psoriasis images scaled to a size of 224x224 pixels.

5 RESULTS

The elements of confusion matrices for the results of psoriasis image segmentation with representation in different color spaces is shown in Table 2. Values in this table were obtained by averaging the FOM, TR, and TN for the segmentation of plaque psoriasis images, guttate psoriasis images, and all the researched psoriasis images.

<table>
<thead>
<tr>
<th>Color space</th>
<th>Plaque psoriasis images</th>
<th>Guttate psoriasis images</th>
<th>All researched psoriasis images</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TR</td>
<td>TN</td>
<td>FOM</td>
</tr>
<tr>
<td>Proposed CNN</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RGB</td>
<td>98.48</td>
<td>99.55</td>
<td>0.7844</td>
</tr>
<tr>
<td>Lab</td>
<td>98.37</td>
<td>99.72</td>
<td>0.7256</td>
</tr>
<tr>
<td>HSV</td>
<td>97.92</td>
<td>99.56</td>
<td>0.7671</td>
</tr>
<tr>
<td>YIQ</td>
<td>97.72</td>
<td>99.73</td>
<td>0.6568</td>
</tr>
<tr>
<td>YCbCr</td>
<td>96.04</td>
<td>98.42</td>
<td>0.5854</td>
</tr>
<tr>
<td>XYZ</td>
<td>95.78</td>
<td>99.46</td>
<td>0.4034</td>
</tr>
<tr>
<td>U-Net</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RGB</td>
<td>95.78</td>
<td>99.46</td>
<td>0.4034</td>
</tr>
<tr>
<td>Lab</td>
<td>95.29</td>
<td>98.77</td>
<td>0.4413</td>
</tr>
<tr>
<td>HSV</td>
<td>98.00</td>
<td>99.66</td>
<td>0.3689</td>
</tr>
<tr>
<td>YIQ</td>
<td>94.76</td>
<td>99.67</td>
<td>0.4196</td>
</tr>
<tr>
<td>YCbCr</td>
<td>96.14</td>
<td>99.61</td>
<td>0.5461</td>
</tr>
<tr>
<td>XYZ</td>
<td>94.29</td>
<td>97.88</td>
<td>0.3372</td>
</tr>
</tbody>
</table>
Figure 1 – The segmentation results by proposed CNN:
a–d, m–p – the initial psoriasis images; e–h, q–t – the ground-truth images; i–l, u–x – images, segmented by proposed CNN

Figure 2 – The segmentation results by U-Net:
a–d – the psoriasis images from Figure 1, a–d, segmented by U-Net; e–h – the images from Figure 1, m–p, segmented by U-Net
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The accuracy of the psoriasis image segmentation by the proposed CNN, the U-Net, and methods known from the literature are given in Table 3.

Table 3 – The segmentation accuracy of the proposed CNN and methods known from the literature

<table>
<thead>
<tr>
<th>Reference, publication year, network name</th>
<th>Segmentation accuracy, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single Scale Methods</td>
<td></td>
</tr>
<tr>
<td>[7], 2015, U-Net, RGB images of plaque psoriasis</td>
<td>99.02%</td>
</tr>
<tr>
<td>[8], 2019, PSLSNet, Lab images of plaque psoriasis</td>
<td>99.04%</td>
</tr>
<tr>
<td>[19], 2022, VOLACT, Lab images of guttate psoriasis</td>
<td>90.79%</td>
</tr>
<tr>
<td>[6], 2017, proposed CNN, YIQ images of plaque psoriasis</td>
<td>90.79%</td>
</tr>
<tr>
<td>[27], 2015, proposed CNN, RGB images of plaque psoriasis</td>
<td>90.02%</td>
</tr>
<tr>
<td>[27], 2015, proposed CNN, YIQ images of plaque psoriasis</td>
<td>90.04%</td>
</tr>
<tr>
<td>[27], 2015, proposed CNN, Lab images of plaque psoriasis</td>
<td>90.79%</td>
</tr>
<tr>
<td>[27], 2015, proposed CNN, YIQ images of guttate psoriasis</td>
<td>90.79%</td>
</tr>
</tbody>
</table>

| Multiscale Methods                      |                          |
| [9], 2019, PsLSNet, Lab images of plaque psoriasis | 94.8%                   |
| [10], 2021, VOLACT, RGB images of plaque psoriasis | 96.6–97.3%              |

Fig. 1 illustrates the psoriasis images, the ground-truth images, and the segmentation results, obtained by proposed CNN. At Fig. 2 it is shown the segmentation results, obtained by U-Net which consist of four levels relaxed by 3×3 convolutions. It can be seen from the Fig. 1 that image segmentation by the proposed CNN is characterized by high accuracy in detection of the psoriasis lesion edges.

6 DISCUSSIONS

Analysis of the segmentation performance measures given in Table 2 showed the following. It is preferable to segment images of guttate psoriasis lesions in color spaces in which either the red component is isolated separately (RGB), or there is a difference component of red and another color (Lab, YCbCr, YIQ). This is due to the fact that the lesions of guttate psoriasis differ from normal skin mainly by redness level.

Thus, the highest performance of image segmentation of guttate psoriasis lesions by the proposed CNN was obtained using the RGB color space. The Lab, YIQ, YCbCr spaces showed similar results, but compared to the use of the RGB space, TP decreased to 2%, TN decreased by 4%. The presentation of images of guttate psoriasis lesions in XYZ and HSV spaces showed the worst results compared to RGB. Specifically, TP is less by 2–4%, TN is less by 4–11%. For images of lesions of plaque psoriasis in the researched color spaces, the segmentation performance mainly differed within the statistical error. Further, for guttate psoriasis images more often image pixels from the class labeled “Psoriasis lesion” were incorrectly assigned to the class labeled “Normal skin”. For plaque psoriasis images, on the contrary, more often the pixels from the class labeled “Normal skin” were incorrectly assigned to the class labeled “Psoriasis lesion”. This result is due to the relative size of lesions of plaque and guttate psoriasis compared to the normal skin areas in the researched images. Plaque psoriasis lesions occupied a significant area on the researched images; guttate psoriasis lesions are much smaller in area.

The use of U-Net for psoriasis image segmentation [27] instead of the proposed CNN did not improve the segmentation performance.

The proposed CNN is shown a particular significant advantage in detection of the psoriasis lesion edges. For U-Net the FOM values is less by 17–53% with median 40% for plaque psoriasis images, and the FOM values is less by 2–47% with median 40% for guttate psoriasis images, as compared with the proposed CNN. For all researched psoriasis images the FOM values of U-Net segmentation is less by 10–48% with median 40%.

Next, the Adam method is used for training the proposed CNN. In this case the lower segmentation performance is obtained as compared to stochastic gradient descent. For guttate psoriasis images, TP is less by 3–7%, and TN is decreased by 5–11%, for plaque psoriasis images TP is less by 3%.

Analysis of the segmentation performance of the proposed CNN and the known segmentation methods [6–10, 19–21] given in Table 3 showed the following. The percentage of correctly segmented pixels (accuracy, %) of the proposed CNN exceeds the known methods by up to 13% for guttate psoriasis images and by 4–20% for plaque psoriasis images.

A comparison of processing time was made for the image segmentation by the proposed CNN and the U-Net [27]. The researched psoriasis images were scaled to a size of 224×224 pixels. Then the processing time of the proposed CNN was 3.7–3.8 seconds on average per image when training the network using the stochastic gradient descent method. For a 4-layer U-Net network, when trained by the Adam method, the average processing time for one image with a 3 × 3 filter was 1.9–2 seconds. The research was performed using an Intel Core i5-7400 processor, 3 GHz CPU, 16GB memory, Windows 10 operating system, 64 bit. Thus, the proposed CNN requires on average 2 times more time to process one image than the 4-layer U-Net network. However, the number of training epochs of the 4-layer U-Net for this segmentation problem is, on average, 30–40% more than is required for training the proposed CNN.

CONCLUSIONS

The problem of mathematical support elaboration is solved to automate the image processing in dermatological disease diagnostic systems.
The scientific novelty of obtained results is that the deep learning convolutional neural network was elaborated to segment color psoriasis images. The improved CNN differs from those known from the literature in that its architecture did not include pooling layers; only convolutional layers, batch normalization, and an activation function were used. The use of the proposed CNN made it possible to enhance the segmentation performance of plaque psoriasis images and, especially, guttate psoriasis images at comparable processing time. There were no abrupt changes in color and illumination, blurring, as well as the complex background, for example, containing clothes or fragments of the interior on the researched psoriasis images. For such images, in cases of slow changes in image illumination, the proposed CNN showed a high segmentation performance, especially at the edges of the lesions.

The practical significance of obtained results is that the software realizing the proposed CNN is developed, as well as experiments to research its image segmentation performance are conducted. The experimental results allow to recommend the proposed CNN for use in practice, as well as to determine effective conditions for the application of the proposed CNN.

Prospects for further research are to study the performance of the proposed CNN then abrupt changes in color and illumination, blurring, as well as the complex background areas are present on dermatological images, for example, containing clothes or fragments of the interior. In addition, it is advisable to use the proposed CNN in other problems of color image processing to segment statistical or spectral-statistical texture regions on a uniform or textured background.
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СЕГМЕНТАЦІЯ ЗОБРАЖЕНЬ ЗГОРТКОВОЮ НЕЙРОННОЮ МЕРЕЖЕЮ БЕЗ ПУЛІНГОВИХ ШАРІВ В СИСТЕМАХ ДІАГНОСТИКИ ДЕРМАТОЛОГІЧНИХ ЗАХВОРЮВАНЬ
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АНОТАЦІЯ

Актуальності. Розглянуто задачу автоматизації процесу сегментації спектрально-статистичних текстурних зображень. Об’єктом дослідження є обробка зображень у системах діагностики дерматологічних захворювань. Метою дослідження є покращення якості сегментації кольорових псоріатичних зображень шляхом розробки згортокової нейронної мережі глобового навчання без пулінговорих шарів.

Метод. Запропоновано згортокову нейронну мережу для обробки трьохканального псоріатичного зображення заданого розміру. Початкові кольорові зображення було масштабовано до заданого розміру, а потім подано на вхідний шар нейронної мережі. Архітектура запропонованої нейронної мережі складається з чотирьох згортокових шарів з пакетною нормалізацією та функцією активації ReLU. Карти ознак із вхіду цих шарів передавались до згортокового шару 1x1 з функцією активації Softmax. Отримані картини подавалися до шару класифікації пікселів зображень. При сегментації зображення згортокові шари та пулінгові шари оцінюють ознаки фрагментів зображень, а потім з’єднують шари класифікуючи отримані вектори ознак, виконуючи розбиття зображення на однорідні сегменти. Ознаки сегментації оцінювалися в результаті навчання мережі або допоміжної зображень, розглядаючи статистику. Отримані ознаки стійкі до завад та спотворень зображень. Об’єднання результатів сегментації в різних масштабах визначається архітектурую мережі. Пулінгові шари включаються в архітектуру запропонованої згортокової нейронної мережі, оскільки вони зменшують розмір карт ознак порівняно з розміром початкового зображення та можуть знизити якість сегментації невеликих псоріатичних плям та післяоварних плям складної форми.

Результати. Запропоновану згортокову нейронну мережу реалізовано програмно і досліджено при вирішенні задачі сегментації псоріатичних зображень.

Висновки. Використання запропонованої згортокової нейронної мережі дозволило підвищити якість сегментації зображень бляшкового та краплівого псоріазу, особливо на границях плям. Перспективи подальших досліджень можуть полягати у дослідженні якості сегментації зображень запропонованою згортоковою нейронною мережею, яка на дерматологічних зображениях присутні різкі зміни кольору та освітленості, розмітки, а також фрагменти складного фону, наприклад, що містять одяг або фрагменти інтер’єру. Доцільно, використовувати запропоновану згортокову нейронну мережу в інших задачах обробки кольорових зображень для сегментації статистичних або спектрально-статистичних текстурних областей на однорідному або текстурному фоні.

КЛЮЧОВІ СЛОВА: псоріатичне зображення, сегментація зображення, згортокова нейронна мережа, пулінговий шар, кольоровий простір, глибоке навчання.


