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ABSTRACT

Context. The urgent task of increasing the functional efficiency of machine learning of decision support system (DSS) for
assessing compliance with content modern requirements of the educational disciplines of the graduation department based on the
results of the employer survey has been solved.

Objective. Increasing the functional efficiency of machine learning of DSS for assessing compliance with modern requirements
of the educational disciplines content of the first (bachelor’s) level specialty educational and professional program based on machine
learning and pattern recognition.

Method. The method of machine learning of DSS is proposed for adapting the educational content of the graduation department
to the labor market requirements. The idea of the method is to maximize the information capacity of the DSS in the machine learning
process, which allows in the monitoring mode to guarantee a high full probability of making the correct classification decisions. The
method was developed as part of a functional approach to modeling cognitive processes of natural intelligence, which makes it
possible to provide DSS with flexibility when retraining the system due to increasing the power of the recognition classes alphabet.
The method is based on the principle of maximizing the amount of information in the machine learning process. The modified
Kullback information measure, which is a functional of the accuracy characteristics of classification solutions, is considered as a
criterion for optimizing machine learning parameters. According to the proposed functional category model, an information-extreme
machine learning algorithm was developed based on the hierarchical data structure in the form of a binary decursive tree. The use of
such a data structure allows you to automatically divide a large number of recognition classes into pairs of nearest neighbors, for
which optimization of machine learning parameters is carried out according to a linear algorithm of the required depth. The
geometric parameters of hyperspherical containers of recognition classes were considered as optimization parameters, which were
restored in the radial basis of the binary space of Hamming features in the machine learning process. At the same time, the input
traning matrix was transformed into a working binary training matrix, which was changed in the machine learning process through
admissible transformations in order to adapt the input information description of the DSS to the maximum reliability of classification
decisions.

Results. The informational, algorithmic, and software of the DSS was developed to assess the educational content quality based
on the machine analysis results of respondents’ answers. Within the framework of the geometric approach, based on the information-
extreme machine learning results, highly reliable decisive rules, practically invariant to the multidimensionality of the recognition
features space, were constructed based on the hierarchical data structure in the form of a binary decursive tree. The influence of
machine learning parameters on the functional effectiveness of machine learning of the DSS was studied on the evaluation example
of the educational content of the educational and professional bachelor’s program of the specialty 122 Computer Science.

Conclusions. The computer modeling results confirm the high functional efficiency of the proposed method of information-
extreme hierarchical machine learning and can be recommended for practical use in institutions of higher education to assess
compliance with modern requirements of the educational content of graduation departments.

KEYWORDS: information-extreme machine learning, functional categorical model, information criterion, hierarchical data
structure, decursive tree, educational content.

ABBREVIATIONS J is a set of structured vectors of recognition features;
IEIT is an information-extreme intellectual J is a number of the structured vector;
technology; H 1is a set of tiers of decursive tree;
DSS is decision support system; h is a number of the tier of decursive tree;
CNN is convolutional neural network. S is a set of strata of decursive tree;

s is a number of the stratum of decursive tree;
NOMENCLATURE

M is a set of recognition classes;
m is a number of the recognition class;

m, is a serial number of the recognition class in the
s-th stratum;

N is a set of recognition features in the structured dy,s is a parameter that is equal to half of the
vector; control tolerances field of the recognition feature.

i is a number of the recognition feature;
© Shelehov I. V., Prylepa D. V., Khibovska Yu. O., Otroshcenko M. S., 2023
DOI 10.15588/1607-3274-2023-1-6 OPEN (o) ACCESS

62



p-ISSN 1607-3274 PagioenexktpoHika, iHpopMaTuka, ynpasiinss. 2023. Ne 1
e-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2023. Ne 1

Xp.s,c 18 the averaged feature vector of the recognition

class neighboring in the stratum

8y is the field of normalized tolerances, which
specifies the values range of control tolerances

Epsom, (d) is the informational criterion for

optimization of machine learning parameters of DSS to

recognize feature vectors of recognition class X Z om. s

d is a distance measure that is equal to the value of
the the recognition class container radius;

G is the working area of defining the information
criterion;

G, is the permissible area for changing the radii of
the recognition class containers;

P is a set of thematic modules of the educational
content, which are evaluated by the respondents;

T is a set of reading information time moments;

Q) is the recognition features space;

A is the recognition classes alphabet;

Y is the input Euclidean training matrix;

Y is the set of input Euclidean traning matrices of
recognition classes for all levels of the decursive tree;

XS is the set of working binary traning matrices for
g ry g
all strata of the decursive tree;
/1 1s the training matrix formation operator Y ;
f> 1s the operator for constructing a decursive binary

tree H ;

f3 1s the training matrix formation operator ¥ 151 ;

f4 1s the training matrix formation operator X 151 ;
{k} is a set of machine learning steps;

KM s a fuzzy division of the feature space into M
recognition classes;

y'SI" is an input training matrix of recognition classes
S strata of decursive tree;

x5! is a binary training matrix of recognition classes
S strata of decursive tree;

E is a term set of values of the information criterion;

R is an operator of construction of division R of
space of signs on recognition classes;

Y is an operator for testing the basic statistical
hypothesis about the affiliation of the vector X s ;u_of the
recognition class X ,,

Y is an operator of the set formation of exact
characteristics for the set system of decisions estimations;

¢ is an operator for calculating the information
criterion for optimizing the machine learning parameters;

U is an operator that regulates the machine learning
process;
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K}(ll)s . (d) is the number of events in which “own”
feature vectors do not belong to recognition class to the
container X,  , ;

K](fs) n (@) is the number of events in which

RUN

“foreign” feature vectors belong to the recognition class

container X ; :

h,s,mg >

10~7 is a sufficiently small number, which is entered
to avoid division by zero (in practice,p =2 was

accepted);
x) is a structured feature vector that can be
recognized;
Wy 1is the function of belongingness of feature

vector x/) to the recognition class container X 2 sm. >
0 s

dp s, m_1is the optimal radius of the recognition class

container X Z )
S,

INTRODUCTION

Establishing a stable connection between the
graduation department of a higher education institution
and employers is a necessary condition for improving the
quality of the educational process. The main way to
establish such a connection is to survey employers and
specialists in the relevant field of knowledge. The
development of modern information and communication
technologies makes it possible to automate data
collection. At the same time, in practice, the results of the
respondents  survey are processed using the
multidimensional statistical analysis methods. Such
methods to ensure statistical stability and homogeneity
require large volumes of input data, which requires
organizers to spend significant time and money on
processing and analyzing survey results.

The object of research is the process of sustainable
monitoring of the education quality by creation of the
DSS for adapting the educational content of the
graduation department to the labor market requirements
on the machine learning and pattern recognition basis.

The subject of research is the method of hierarchical
information-extreme machine learning of DSS for
adapting the educational content of the graduation
department to the labor market requirements.

The purpose of the work is to increase the functional
efficiency of the DSS machine Ilearning during
automatically forming an input traning matrix based on
the respondents survey results, building decisive rules
according to the optimal (here and in the text in the text in
the informational sense) machine learning parameters,
and in the monitoring mode assessing the compliance of
the educational content of the graduation department with
modern requirements.
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1 LITERATURE REVIEW

The article considers the method of hierarchical
information-extreme machine learning of DSS for
adapting the educational content of the graduation
department to the labor market requirements. According
to European educational standards, the quality of
education is determined by the benefits that both
employers and graduates of a higher education institution
will receive [1, 2]. One of the main ways of organizing
sustainable monitoring of the education quality is the
creation of the DSS for adapting the educational content
of the graduation department to the labor market
requirements [3]. A traditional approach to processing and
analyzing the stakeholders survey results and specialists
in the knowledge relevant fields is the application of

decision-making systems existing in social
communications using multidimensional  statistical
analysis methods [4-6]. At the same time, the

disadvantages of statistical decision-making methods are
the need for large volumes of data, ensuring their
statistical stability and homogeneity. A promising
direction for increasing the functional efficiency of
computerized systems for assessing the quality of
education is the wuse of intelligent information
technologies for data analysis [7-9]. Works [10, 11] give
examples of creating expert systems for evaluating the
quality of the educational process based on fuzzy logic.
The main disadvantages of such systems are that they are
inflexible and do not provide feedback in the monitoring
mode between the graduation department, employers and
students of higher education of various forms of
education. The further development of computerized
systems for assessing the education quality is the
development of the scientific and methodological
foundations of the information synthesis of DSS, capable
of automatically forming an input information description
and identifying regularities based on machine learning
and pattern recognition [12]. CNN [13, 14] is the most
common among known intelligent information
technologies for data analysis, but the main drawback of
CNN is its sensitivity to the multidimensionality of the
feature space and the recognition classes alphabet. Works
[15, 16] consider the use of extractors based on artificial
neural networks to reduce the impact of input data
multidimensionality, but this approach is associated with
the information loss possibility.

Works [17-19] consider the use of fuzzy neural
networks for functional diagnosis, but at the same time
there is also the multidimensionality problem, which
significantly limits the capabilities of the fuzzy logic
apparatus.

The main scientific and methodological reasons that
complicate the use of CNN for the information synthesis
of the DSS for the education quality assessment are:

— arbitrary initial conditions of the evaluation process;

— intersection in the recognition classes features space
that characterize the corresponding levels of educational
content quality;

— multidimensionality of the signs dictionary;
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— the impact on the machine assessment of the
education quality of uncontrollable disturbing factors, for
example, man-made disasters, an unfavorable
epidemiological situation or the introduction of martial
law.

A promising way to reduce the multidimensionality
impact of the recognition features dictionary is the use of
machine learning methods, based on the results of which
decisive rules are built within the framework of a
geometric approach [20]. Among such methods, the
information technologies of the support vector method
[21, 22] deserve attention, but the functional effectiveness
of the algorithms of this method significantly depends on
the degree of recognition classes intersection in the
feature space. This shortcoming is not present in machine
learning methods, which are developed within the
framework of the so-called information-extreme
intelligent data analysis technology (IEIT) created at
Sumy State University (Ukraine) [23-25], the methods of
intelligent data analysis proposed within this technology
are based on the principle maximizing the information
capacity of the system in the process of its machine
learning. The work [25] considered information-extreme
machine learning based on a hierarchical data structure.
But in the case of hierarchical machine learning DSS to
assess the educational content quality, it is necessary to
take into account such a feature as the presence of an
ordered alphabet of recognition classes that characterize
different levels of educational content quality when
building a hierarchical data structure in the form of a
decursive tree.

The purpose of the article is to develop an algorithm
of hierarchical information-extreme machine learning of
DSS and to verify it on the example of assessing
compliance with modern requirements of the educational
content of the educational and professional bachelor’s
degree program of the “Computer Science” specialty.

2 PROBLEM STATEMENT

Let’s consider within the framework of IEIT the
formalized setting of the information synthesis task of
DSS to assess of the educational content quality and
professional program of the specialty, which is used to
train students of higher education at the graduation
department.

It is necessary to build a hierarchical data structure in
the form of a decursive binary tree

(X sm|h =1H;s :ES’"s :1,_2} for the given alphabet

{X; |m=1,M} of recognition classes that characterize

the levels of educational content quality assessment
according to the appropriate system.

According to the concept of IEIT, transform the input
training matrices of the recognition classes of each layer
into the corresponding working binary matrices specified
in the Hamming space. At the same time, let the DSS
machine learning parameters be set, which, for example,
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for recognition class X Z .. arerepresented in the form
28,y

of a structured vector
o
8h,s =< xh,s,mY ’ dh,S,ms > Sh,S < (1)

The number of optimization parameters in expression
(1) sets the second depth level of information-extreme
machine learning, since vector Xp,s,m, depends on
parametera 8, ; depends on parameter.

Machine learning parameters are limited:

a) dh,s,ms €[0; d(xh,s,ms @xh,s,c)] ;

b) 8 €[0;84/2].

In the machine learning process of DSS, it is

necessary to:
1) optimize the parameters of the vector (1) by

finding the global maximum of the alphabetically
averaged recognition classes of the s-th stratum
h-th tier of the information criterion:

_ 1 2

Eps=— ), max Ejsm, (d), 2)

mg =1 GE ﬁGd

2) in the information-extreme machine learning
process, build highly reliable decision rules based on the
optimal (here and in the text in the informational sense)
geometric parameters of the recognition classes
containers;

3) during the operation of the DSS in the monitoring
mode, determine whether the recognized feature vector
belongs to the corresponding class from the given
alphabet.

3 MATERIALS AND METHODS

Information-extreme machine learning of DSS was
carried out using a hierarchical data structure in the form
of a decursive binary tree [24]. With such a structure, the
attribute from the top of the stratum of the higher tier is
transferred to one of the vertices of the child stratum s, the
lower tier. At the same time, the training matrix of the
corresponding recognition class is considered as an
attribute of the vertex.

Construction of a decursive binary tree was carried out
according to the scheme:

1) alphabet {X,|m=1,M} of ordered recognition
classes is divided into two groups, which define two
branches of the decursive tree, respectively;

2) as attributes of the vertices of the upper (first
according to dendrographic classification) tier of the
decursive tree, the training matrices of the boundaries for
each of the recognition classes groups are selected;

3) the attributes of the strata of the upper tier are
transferred to the vertices of the corresponding strata of
the lower tier;
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4) the strata of the lower tiers of each branch of the
tree contain, in addition to the traning matrix transported
from the upper tier, also the traning matrix of the nearest
neighboring recognition class in its group;

5) the construction of the tree continues until the final
strata are formed, which contain the training matrices of
all recognition classes.

Thus, the binary decursive tree built according to the
above scheme divides the given recognition classes
alphabet into strata, each of which contains two nearest
neighboring classes, which allows applying a linear
information-extreme machine learning algorithm for each
final stratum. At the same time, the construction of error-
free decisive rules based on the training matrix is
achieved by optimizing additional parameters of the DSS
functioning.

The functional categorical model of the information-
extreme machine learning of DSS is considered in the
form of a directed graph, the edges of which are the
mapping operators of the corresponding sets. At the same
time, the input information description of the DSS is
given by the structure

1=<P,T,Q, A,Y,H,YS XSl 17, 73 0>

At the same time, the Cartesian product PxT xQx Z
is considered as a source of information.

The functional categorical model of information-
extreme machine learning of DSS with optimization of
machine learning parameters (1) is shown in Fig. 1.

B ‘
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Figure 1 — Functional categorical model of machine learning of
DSS

In Figure 1 operator ¢ maps the structured binary

feature vectors of training matrices X 51 t0 2 fuzzy, in the

general case, partition of 9?',%‘ ¢ recognition classes of each

stratum of the decursive tree. The classification operator

\V:‘JN{‘Z‘ —)I'G‘, where 7191 — is a set of G statistical
hypotheses, checks the basic statistical hypothesis that the
W)

vector x; belongs to the fuzzy recognition class
L8,

XZS . - By evaluating statistical hypotheses, operator

y forms a set of accuracy characteristics 39 |, where

Q:G2 is the number of accuracy characteristics.
Operator @ calculates a set of values of information
which is a functional
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characteristics. The optimization contour of the geometric

parameters of partition R/ | The optimization contour of
the geometric parameters of partition », which at each
step of machine learning restores the recognition classes
containers in the radial basis of the Hamming feature
space. The optimization contour of parameter 6 ¢ of the

control tolerances field includes the term set D, the
elements of which are the allowable values of control
tolerances for recognition features. At the same time,
operator §; changes the control tolerances, and operator

8, changes the quantization levels of the vector

recognition features of the training matrices Y ST
Operator u regulates the machine learning process.

According to the functional category model (Fig. 1).
We will present the algorithm of information-extreme
machine learning of DSS in the form of a two-cycle
iterative procedure for finding the global maximum of an
information criterion in the working area of determining
its function:

SZ,S = arg max{ max Ens(d)}. 3)

Gy GrNGy

The internal loop of the procedure (3) implements the
basic machine learning algorithm, the purpose of which is
to calculate at each step of learning the optimization

. . =) .
information criterion E,  and search for the maximum

value in the working area of determining its function.

Since the values of recognition features have the same
measurement scale, a machine learning algorithm was
implemented with parallel optimization of the control
tolerances system, according to which control tolerances
are changed for all recognition features simultaneously at
each step of machine learning.

The input information for the machine learning
algorithm is arrays of training matrices {y;ljzmé} and a

system of fields of normalized tolerances {3y ;} for

recognition features, which sets the values range of the
corresponding control tolerances.

Consider the optimization scheme of machine learning
parameters for the recognition classes of the s -th stratum
of the /-th tier of the decursive tree:

1) the recognition class counter of the s-th stratum of
the h-th tier of the decursive tree is reset: m =0;

2) mg=mg+1;

3) the parameter change step counter is reset to zero
Oy g 1 1:=0;

4) the counter /:=1+1 is started and the lower Agg ;

and upper Apg ; control tolerances are calculated for all

recognition features:
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{Auk illl=ynsi =1 dpx l11=yp 5 t15i=LN,

5) the basic algorithm of information-extreme
machine learning is implemented, the tasks of which are
to calculate at each step of learning the value of the
information criterion (2) and search for the maximum
value of the criterion in the working area of determining
its function;

6) the optimal radius of the recognition class container

X ; is determined
L8, 1

%
dps,m, = argGrEnfgd By sm (d),

7) if 1<38y/2, then point 4 is fulfilled, otherwise —
point 8;

8) if my <2, then point 2 is fulfilled, otherwise point
9;

9) the average value of information criterion Eh, s and

the optimal parameter of the control tolerances field 5;,.9

are calculated;

10) STOP.

Since the machine learning of DSS takes place
according to the hierarchical data structure, an algorithm
was implemented, the main stages of which are:

1) zeroing of the data structure tiers counter: 4:=0;

2) initialization of the data structure tier counter:
h=h+1;

3) zeroing of the sratum counter: s:=0;

4) initialization of the tier counter: s:=s5+1;

5) for each s-th stratum of the A-th tier of the decursive
tree, an information-extreme algorithm of machine
learning with parallel optimization of control tolerances
for recognition features is implemented, which calculates:

a) the maximum value of the information criterion

E ; , averaged for the stratum;

b) averaged for the stratum {xZ’ s,m,J recognition
classes of the s -th stratum of the /-th tier;

¢) optimal radii of {dZ, s, ms} recognition classes of the
s -th stratum of the 4-th tier;

d) optimal paramete 8’;,, s of the control tolerances

field for recognition classes features of the s-th stratum
of the A-th tier of the decursive tree;

6) if s < §,, where S, is the number of strata on the
h-th tier, then point 4 is fulfilled, otherwise point 7;

7) if h < hpa, where hp, is the number of the
decursive tree levels, then point 2 is fulfilled, otherwise
point 8;

8) the maximum value of information criterion En
averaged over all strata of the decursive tree is calculated;
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9) a structured set of decisive rules is formed for all
recognition classes;

10) STOP.

As a criterion for optimizing machine learning
parameters, the modified Kullback information measure
was considered, which for two-alternative solutions and
equally likely hypotheses has the form [25]

1) 2)
-k @K @)

Epg (@)= x

( d)] “4)

d)+K2) (d)}lo*l’

2n+1077 - [(K}jlw L, (D+KP
Xlng I: SO W, g 595 Mg

0

h,s,mS

Based on the optimal geometric parameters of the
recognition classes containers obtained in the machine
learning process, decisive rules are constructed, which
will be presented in the form

(VX5 € RMHw) e M iir [, >0)&

&y = maxi, | m, = 1,2}] then <) e X 5)

h,s,mg

() 0
else x\V’ ¢ Xh,s,ms }.
In expression (5), the membership function for the
hyperspherical container of recognition class X Z is
EEERLLNY

determined by the formula

| G, )

Hom, = (6)

s

*
dh,s,ms

In expression (6), the code distance between the

optimal averaged feature vector x; s,m, and the

recognized feature vector xU ), is denoted as

d(x) 5 ®xV).

Thus, the geometric decisive rules (5) built in the
information-extreme machine learning process of DSS are
characterized by low computational complexity and are
practically invariant to the multidimensionality of the
recognition features dictionary.

4 EXPERIMENTS

The implementation of the above information-extreme
machine learning algorithm of DSS was carried out on the
example of assessing the compliance with the labor
market requirements of the educational content of the
bachelor’s level educational and professional program in
the specialty “Computer Science”, which is taught to
students of Sumy State University. The input training
matrix was formed by simulating the evaluations of the
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educational disciplines thematic modules, which were
randomly generated according to the normal distribution
of probabilities and displayed on a stobal scale. Since the
thematic modules were evaluated according to the
European rating scale, the stobal scale was previously
divided into six fuzzy intervals, which specified the areas
of the recognition classes:

1) recognition class X included feature vectors that
fell within the range from 88 to 100 points;

2) for recognition class X3 — from 81 to 91 points;
3) for recognition class X ¢ — from 74 to 84 points;
4) for recognition class X7, — from 67 to 77 points;
5) for recognition class X% — from 59 to 69 points;

6) for recognition class X — from 50 to 62 points.

The simulation training matrix for each recognition
class consisted of 40 syllabuses of educational disciplines
of the educational and professional program structured by
thematic modules. Each vector consisted of 144 features,
the number of which was equal to the thematic modules
number. In addition, according to the educational and
professional program of the specialty, educational
disciplines were divided into seven blocks, which
included: general scientific, fundamental, design,
technological organizational, humanitarian and selective
educational disciplines.

For a given recognition classes alphabet, a
hierarchical data structure in the form of a decursive tree
was built according to the above algorithm (Fig. 2).

O
&) (&
W~ @D
w  © & @

Figure 2 — Hierarchical data structure in the form of a decursive
binary tree

According to the decursive tree (Fig. 2), information-
extreme machine learning was implemented according to
procedure (3). Optimization of machine learning
parameters specified by vector (1) was carried out for the
two nearest neighboring recognition classes of each
stratum. Based on the optimal geometric parameters of
the recognition class containers obtained in the machine
learning process, decisive rules (5) were constructed.
Since each recognition class belongs to two strata,
according to the minimum-distance principle of pattern
recognition theory, the geometric parameters of the
recognition class whose container had the minimum
optimal radius were taken as optimal.

According to the machine learning results of DSS, the
values of the averaged information criteria (4) were
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analyzed for each stratum in order to determine the need
to increase the depth of machine learning by optimizing
additional parameters of the DSS operation, including the
formation parameters of the input information description.

5 RESULTS

In the programmatic implementation process of
information-extreme machine learning of DSS according
to the iterative procedure (3), the optimal parameters of
the recognition classes for each of the strata of the
decursive binary tree were determined (Fig.2). As an
example, Figure 3 shows the dependency graph of the
averaged information criterion (4) for the stratum of the
first (upper according to dendrographic classification) tier
of the decursive tree, obtained by the machine learning
results.

m
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558
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Figure 3 — Dependency graph of the information criterion on the
parameter of the control tolerances field for the strata of the first
tier

In Fig. 3 double hatching indicates the working area
of the definition of the criterion function (4), in which the
errors of the first and second kind are less than the first
and second reliabilities, respectively. The analysis of
Figure 3 shows that the global maximum of the
optimization criterion is reached in the area of the
plateau-type graph. In this case, the optimal parameter is
determined under the condition of the minimum value of

the so-called coefficient of recognition classes
intersection [23]
*
h,s,my .
N=——F5—""5——— min. @)
d(xh,s,l ® xh,s,2) tm}

In expression (7), the intercenter code distance

between the recognition classes and the X} ; and
X}, 52 s-th stratum of the/z-th tier of the decursive tree

is denoted as d(xz’s,l S) x;,s,Z) .

After checking the fulfillment of condition (7), the
optimal values interval of the control tolerance field
parameter 8;:1 =5 was determined, from which the value

—

E1,1 =4.50 was selected. At the same time, the averaged
information optimization criterion reaches its maximum
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value at parameters n=40 and p=2 specified in

formula (4).

Since decisive rules (5) are built within the framework
of a geometric approach, they require knowledge of the
optimal geometric parameters of recognition class
containers obtained in the machine learning process.
Figure 4 shows dependency graphs of criterion (4) on the
radii of the recognition classes containers of the first tier
of the decursive tree (Fig. 2).
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Figure 4 — Dependency graphs of the information criterion (4)
on the radii of the recognition classes containers of the first

stratum of the second tier: a —class X 7y; b —class X ¢

The optimal radii of the recognition classes containers
of the first stratum according to the condition (7) are

equal to any number from the intervals: d;; €[38,39]
(hereafter in code units) for class X7 and dz €[24,27]

for class X¢. According to the minimum-distance
principle of the pattern recognition theory, the minimum
radii were chosen: d; =38 and dé =24.

Fig. 5 shows dependency graph of the averaged
information criterion (4) on parameter § , obtained during
machine learning based on the training matrix of
recognition classes of the first stratum of the second tier
of the decursive tree (Fig. 2).
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0.0

When condition (7) is fulfilled, the optimal parameter
of the control tolerances field for recognition classes of
the first stratum of the second tier of the decursive tree

(Fig. 2) is equal to 3,, =4 at the maximum value of the
criterion Ez,1 =4.50.
Figure 6 shows dependency graphs of criterion (4) on

the radii of the recognition classes containers of the first
stratum of the second tier of the decursive tree (Fig. 2).
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Figure 6 — Dependency graphs of the information criterion (4)
on the radii of the recognition classes containers of the first

stratum of the second tier: a — class Xzo,l,l (Xg);b—class
o o
X2,1,2(X¢)

The optimal radii of the recognition classes containers
of the first stratum of the second tier according to

condition (7) are equal to d;,l,l =46 for class Xz and

d;,l,z =32 for class X7 . Similarly, the optimal machine

learning parameters for other recognition classes were
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determined. Table 1 shows the results of information-
extreme machine learning of DSS according to the
hierarchical structure (Fig. 2).

Table 1 — Optimal machine learning parameters

Strate * * ¥
number 8h,s dh,s,,l dh,s,,Z
(h,s)

L Si1=5 | diy1=dp=38 |df ,=dg=24
21 S1=4 | dy =dp=46 | dy,,=dp=32
2.2 8y2=5 d;,z, =dg =52 d;,z,z =dy=16
31 5, =5 dy =dp=64 | dyyq=dp=12
3.2 832=4 | dia1=dp=5T | dsp,=dy=16

Comparing in Table 1 the radii of the recognition

classes containers Xp for the strata of the upper and
lower tiers, a smaller value of dj*) =32, should be taken
as the optimal one, since class X7 is the nearest
neighbor for it. Similarly, for recognition class X¢ the
permissible optimal radius is equal to dé =24, for class

X% — dp =16 and for class X% — dj =12.
When calculating the membership function (6),
vectors x;;,s’ms were determined by optimal control

tolerances for recognition features.

6 DISCUSSION

The advantages of building a hierarchical data
structure in the form of a decursive binary tree are shown
on the example of information-extreme machine learning
of DSS for adapting the educational content of the
educational and professional program of the second
(bachelor) level to the labor market requirements. Thanks
to the proposed structure, it was possible to automatically
divide a set of recognition classes into pairs of nearest
neighbors. In addition, the a priori structuring of the
recognition classes due to the corresponding knowledge
level assessment system is taken into account. As a result,
there is no need to form a variational series of recognition
classes, which is an advantage of the training required to
build a decursive binary tree. The use of a hierarchical
data structure in the form of a decursive binary tree, in
addition, allows for each stratum to implement
information-extreme machine learning according to a
linear algorithm with the required level of depth. Unlike
neuro-like structures in IEIT methods, the depth level of
information-extreme machine learning is determined by
the number of optimization parameters that affect the
functional efficiency of the intelligent system. This
approach corresponds to a greater extent to the
mechanism of making classification decisions by natural
intelligence. It is also justified to use information criterion
(4) in classification tasks as an optimization criterion,
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which in the logical and epistemological aspect is
considered as a measure of the diversity of recognition
classes.

The analysis of the obtained results of the
information-extreme machine learning of DSS for
adapting the educational content to the labor market
requirements shows that for each layer of the decursive
tree it was possible to build error-free decisive rules
according to the training matrix. At the same time, in
accordance with the minimum-distance principle of
pattern recognition theory, the radii of the recognition
classes containers determined relative to the nearest
neighboring class were considered optimal.

The specifics of the development of algorithmic and
software of the DSS for adapting educational content to
the labor market requirements is the use of simulation
modeling for the formation of the input traning matrix.
Such an approach is due to the large material and time
costs of obtaining the results of the respondents survey in
the absence of the DSS. However in the future, when the
DSS is functioning in the monitoring mode, as archival
representative data accumulates, it becomes possible to
retrain the system based on real data. Further research will
be aimed at expanding the functional capabilities of the
DSS in order to evaluate blocks and individual academic
disciplines. As a result, graduation departments will be
able to quickly adjust the educational content to modern
requirements.

CONCLUSIONS

The actual problem of improving the quality of
education is being solved by building an information and
communication system for adapting the educational
content of the graduation department of the university to
the requirements of the labor market.

The scientific novelty of the obtained results is that
the method of information-extreme machine learning
based on the hierarchical data structure in the form of a
decursive binary tree is proposed for the first time. The
method automatically divides the alphabet of high-power
recognition classes into pairs of nearest neighbors. It
performs two-class machine learning of DSS, ensuring
high reliability with a minimum depth of machine
learning. As a result, error-free decision rules based on
the training sample were built in the monitoring mode of
DSS. It allows the total probability of correct
classification decisions to be close to the maximum limit.

The practical significance of the obtained results is
that the developed DSS software allows for quickly
adjusting the educational content of the graduation
department of the university, taking into account the
requirements of the labor market, with minimal material
and time costs.

Prospects for further research consist in simplifying
the formation of the input information description of the
DSS by automatically reading the thematic modules from
the syllabuses of the educational disciplines of the
specialty of the corresponding level of training of higher
education applicants.
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IH@OPMAHIﬁHO-EKCTPEMAJ’[I)H.E MAIIMHHE HABYAHHS CUCTEMH MIATPUMKHU IMPUIHSTTS PINIEHD
JUIA AJANITAIIT HABYAJIBHOI'O KOHTEHTY 10O BUMOT PUHKY ITPALLT

Ileaexos 1. B. — fo1eHT, KaHA. TeXH. HAYK, JOLUEHT Kadenapu KoM 10TepHUX Hayk, CyMChKHI AepkaBHHH yHiBepcuteT, Cymu,
VYkpaiHa.

Ipunena JI. B. — acucrent kadenpu xom ' rorepHux Hayk, CyMCbKuUii AepkaBHUH yHiBepcuteT, Cymu, YKpaiHa.

Xi6oscnka FO. O. — acnipanT kadeapu koM 1oTepHuX Hayk, CyMCbKuii nepkaBHHi yHiBepcuteT, Cymu, YKpaiHa;

Otpomenko M. C. — acipanT kadeapu koM 1oTepHux Hayk, CyMcbkuii nepxxaBuuii yHiBepcurer, Cymu, Ykpaina.

AHOTANIA

AKTyaJabHicTb. Po3B’s3aHa akTyanbHa 3aja4a MiABHUIICHHS (QYHKIIOHATBHOI €(EeKTHBHOCTI MAIIMHHOTO HABYaHHS CHCTEMH
nigrpuMkn npuiHATTS pimens (CIIIIP) mis omiHKKM BiANOBIAHOCTI Cy4acHMM BHMMOTaM KOHTCHTY HaBYAIBHHUX UCIHILTIH
BUITyCKOBOI Kage[pH 3a pe3yIbTaTaMU ONUTYBAaHHS pOOOTOIABIIB.

Mera. I[linBumienHst (yHKIiOHANBHOI edekTUBHOCTI MamuHHOro HaB4yaHHsS CIIIIP s OIiHKHM BiAMOBIMHOCTI Cy4YacHUM
BHMOTaM KOHTEHTY HaBYaJbHHX JUCLMIUIIH OCBITHBO-NPOQECIHHOI IMporpamMu crienialbHOCTi nepioro (6akalaBpcbKoro) piBHS Ha
OCHOBI MAaIIMHHOT'O HABYAHHSI Ta PO3Ii3HaBaHH: 00pa3iB.

Metoa. 3ampornoHoBaHo Meto[| iH(opmariiiHo-ekcTpeManbHoro MamuaHoro HaBuauus CIIIIP mms agantanii HaB4anbHOTO
KOHTEHTY BUITYCKOBOi KaeIpH 10 BUMOT pUHKY Mpali. [nes MeToxy mosirae y MmakcuMizanii iHdopmamniiiHoi cnpomoskHocTi CIITIP
B TIpOIIECi MAIIMHHOTO HAaBYaHHS, IO JIO3BOJISIE B PEKUMI MOHITOPUHTY TapaHTYBaTH BHCOKY IOBHY HMOBIPHICTH NMPHHHATTS
MIPaBWIBHUX KJIAacHQikamiiiHuX pimeHs. MeTox po3pobieHo B paMKax (yHKIIOHAJIBHOTO HiIXOAy O MOJEIIOBAHHS KOTHITHBHUX
IIPOLECiB TIPHPOIHBOrO iHTENeKTy, mo pno3Boisie Hagati CIIIIP rHyukicTe Npu INepeHaBUaHHI CHUCTEMH dYepe3 30LIBIICHHS
MOTY KHOCTI ay(aBiTy KJaciB po3mi3HaBaHH:. B 0CHOBY MeToay IMOKJIaJeHO MPUHIMIT MaKCUMi3allii KibkocTi iHpopManii B mporeci
MalIMHHOTO HaBYaHHs. SIK KpUTepid onTuMizauii mapaMeTpiB MAIIMHHOTO HaBYaHHS PO3MIIsacThes MoudikoBaHa iHdopmariiiHa
mipa KynpOaka, sika € (yHKIiOHAJIOM BiJl TOYHICHMX XapaKTepHCTHK KiacHikaliHHUX pimieHb. 3TiTHO i3 3amporOHOBAHOO
(YHKIIOHAIBHOIO KaTErOPiifHOI0 MOJCIUTI0 PO3pPOOJICHO aNropuT™M iH(POPMAIIHO-eKCTPEMAILHOTO MAIlIMHHOTO HAaBYaHHS 3a
i€papXivHOI0 CTPYKTYPOIO NaHUX Yy BHUIJLIAI OiHAPHOTO JEKypCHBHOIO JepeBa. 3aCTOCYBaHHS TaKOi CTPYKTYpH IaHHX JO3BOJISIE
ABTOMATUYHO PO3OMBATH BEIUKY KUTBKICTh KJIACIB PO3IMi3HABAHHS HAa MapH HAHOMIKYUX CYCITiB, IUIS SKUX ONTUMI3allis mapaMeTpiB
MaIIMHHOTO HAaBYAHHA 3[IMCHIOETHCS 3a JIHIHHUM aNTOPUTMOM HEOOXimHOI TIMOMHU. SIK mapaMeTpH ONTHMI3allil po3TIIsaaucs
TEOMETPHYHI IapaMeTpu rinepcepHuHMX KOHTEHHEpiB KiIaciB poO3Mi3HaBaHHS, $AKi B IPONECi MANIMHHOTO HAaBYAHHS
BIJIHOBIIOBAIUCS B pafmianbHOMy Oasuci OiHapHOro mpocropy o3Hak I'emminra. IIpu nmpoMy BXiIHa HaBYaJIbHAa MaTPHILL
TpaHcopmyBanacss B pobody OiHapHy HaBUabHY MATpUIO, SKa 3MIHIOBAJacs B IPOLIECI MAIIMHHOTO HABYAHHS IUIIXOM
JOIYCTUMHUX IIEpeTBOPEHb 3 METO ajanrauii BXigHoro iHgopmaniitnoro omucy CIIIIP mo MakcuMambHOI JIOCTOBIPHOCTI
kiacuikaiiHUX pilleHsb.

PesyabraT. Po3pobieno inpopmauiitne, anroputMiune i nporpamue 3a6esneuensst CIIIIP aist OLiHKK SKOCTI HABYAIBLHOTO
KOHTEHTY 3a pe3yJbTaTaMH MAIIMHHOTO aHANli3y BiAMOBiNEl pecmoHIeHTiB. B pamMkax reoMeTpuyHOro MiAXOAy 3a pe3yibTaTaMu
iHpOPMAaIifHO-eKCTPEMaIbHOTO MAIIMHHOTO HABYAHHS 32 1€PapXidHOI0 CTPYKTYPOIO AAaHUX Y BUIVIALI OiHAPHOTO NEKYPCHBHOTO
JepeBa MoOyIOBaHO BHCOKO JOCTOBIpHI BHpIIIaNbHI IpaBmila, NMPAKTHYHO IHBapiaHTHI O 0arato BUMIPHOCTI IPOCTOPY O3HAaK
posmizHaBaHHS. J[OCHiIKEHO BIUIMB IapaMeTpiB MalIMHHOTO HAaBYaHHS Ha (YHKIIOHAIBHY €(QEKTHBHICTH MAIIMHHOTO HAaBYAHHS
CIIIIP Ha npuxiani OWIHKM HaBYAJIBHOTO KOHTEHTY OCBITHBO-Npo(eciiiHOl mIporpaMu OakalaBpChKOIO pPiBHS CHELiabHOCTI
«KoMn’1oTepHi HayKkny.

BucHoBkn. Pe3yipraTd  KOMIT'IOTEPHOTO — MOJEJIOBAHHS — MiATBEPIXKYIOTh BHCOKY  (DYHKLIOHANbHY  ©(EKTUBHICTDH
3aMpONOHOBAHOI0 METOY iH(POPMaLiifHO-eKCTPEeMAaNIbHOTO i€papXiyHOr0 MAIIMHHOTO HaBYAHHS 1 MOXKYTh OyTH PEKOMEHIOBaHi 10
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MPAKTHYHOTO BHKOPUCTAHHS y 3aKJIaJaX BHUINOI OCBITH JUISl OIIHKK BIJMOBIAHOCTI Cy4aCHHM BHMOTaM HaBYAIBLHOTO KOHTECHTY
BHITYCKOBHX Kadeap

KJIOYOBI CJIOBA: indopmariiiHo-ekcTpeMaibHe

MallvHHE

HaBYyaHHs, (YHKIIOHAIbHA KaTeropiiiHa MOJelb,

indopmaniiiHuil KpUTepiil, iepapxiuHa CTPYKTypa JaHUX, JeKypCUBHE IePeBO, HABYAIbHUNA KOHTCHT.
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