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ABSTRACT

Context. The paper focuses on the problem of estimating the center of the distribution of the random component of experimental data for density models with a negative kurtosis coefficient.

Objective. The goal of this research is to develop methods to improve the efficiency of polynomial estimation of parameters of experimental data with a negative kurtosis coefficient.

Method. The study applies a relatively new approach to obtaining estimates for the center of the probability distribution from the results of experimental data with a stochastic component. This approach is based on polynomial estimation methods that rely on the mathematical apparatus of Kunchenko’s stochastic polynomials and the description of random variables by higher-order statistics (moments or cumulants). A number of probability density distributions with a negative kurtosis coefficient are used as models of the random component.

As a measure of efficiency, the ratio of variance of the estimates for the center of the distribution found using polynomial and classical methods based on the parameter of amount of information obtained is used.

The relative accuracy of polynomial estimates in comparison with the estimates of the mean, median and quantile estimates (center of curvature) is researched using the Monte Carlo method for multiple tests.

Results. Polynomial methods for estimating the distribution center parameter for data models of probability distribution density with a negative kurtosis coefficient have been constructed.

Conclusions. The research carried out in this paper confirms the potentially high efficiency of polynomial estimates of the coordinates of the center of the experimental data, which are adequately described by model distributions with a negative kurtosis. Statistical modeling has confirmed the effectiveness of the obtained estimates in comparison with the known non-parametric estimates based on the statistics of the mean, median, and quantile, even with small sample sizes.

KEYWORDS: data sampling, estimation, stochastic polynomial, cumulants, negative kurtosis.

ABBREVIATIONS

PMM – polynomial maximization method;

NOMENCLATURE

\[ a_i(\theta) = E[x_i] \] are mathematical expectations that depend on the parameter being estimated;
\[ g(\theta)_{\text{mean}} \] is a coefficient of variance reduction relative to the method of moments;
\[ h_1 - h_3 \] are weighting coefficients;
\[ J_{rn}(\theta) \] is an amount of obtained information;
\[ N \] is a number of experiments to obtain a predetermined accuracy;
\[ n \] is a sample volume;
\[ r \] is a predefined order of the polynomial;
\[ x \] is a sample value;
\[ \bar{x} \] is a sample of equally distributed random variables;
\[ \hat{\alpha}_i \] are sample statistical initial moments;
\[ \gamma_3 \] and \[ \gamma_6 \] are cumulant coefficients;
\[ \theta \] is an informative parameter;
\[ \hat{\theta} \] is an estimation of informative parameter;
\[ \xi \] is a random component of sample data;
\[ \sigma^2_{\text{r}} \] is a theoretical variance of the parameter estimated by the PMM;
\[ \hat{\sigma}^2_{\text{r,mean}} \] is an empirical value of the variance of the mean estimates;
\[ \hat{\sigma}^2_{\text{r,med}} \] is an empirical value of the variance of the median estimates;
\[ \hat{\sigma}^2_{\text{r,quant}} \] is an empirical value of the variance of the quantile estimates;
\[ \sigma^2_{\text{r,PMM3}} \] is an empirical value of the variance of the PMM estimates (\( r = 3 \));
\[ \chi_2 \] is a second-order cumulant.

INTRODUCTION

Statistical estimation methods are the usually core mathematical tool for many tasks where the analysis of experimental data is required, such as interpretation of scientific experiments, stochastic signal processing, product quality assurance, non-destructive testing of structures, network intrusion detection systems, theoretical fundamental metrology etc. The need to use them is predetermined by the impact of various noises and interferences, random errors or errors of measuring instruments on the experimental data. In such cases, a typical ap-
A PROBLEM STATEMENT

It is necessary to estimate the value of the informative parameter \( \theta \) based on statistical processing of the vector \( \bar{x} = \{x_1, x_2, ..., x_n\} \) of sample values \( x = \theta + \xi \), which are statistically independent and identically distributed and obtained by conducting multiple experiments.

It is assumed that the mathematical model of the random component of the data \( \xi \) is adequately described by the distribution laws shown in Table 1.

The research is supposed to obtain estimates of the center of the distribution, analytical expressions describing the variances of the PMM estimates, and, using Monte Carlo statistical modelling, to check the actual efficiency of the estimates compared to the ones obtained by other methods, depending on the amount of sample data and the distribution with a negative kurtosis.

2 REVIEW OF THE LITERATURE

In a number of tasks of processing experimental data of various origins, it turns out that the random component in them has a distribution with a negative kurtosis, and the type of distribution itself is concave (bimodal). Models of such distributions are used in information and measurement systems [2, 7], in determining electromagnetic compatibility [8–10], in sociology [11], evolutionary biology [12], hydrology [13], and other fields.

Among such probability density models, according to which the random component of the experimental data is distributed, the following can be distinguished: U-quadratic distribution, arcsine distribution, V-shaped distribution and symmetrical Kumaraswamy distribution. These distributions are symmetric, have a negative kurtosis, and have another property: they are defined on a limited interval. A graphical representation of their probability density is shown in Figure 1. Table 1 shows the mathematical expressions for the probability density function of the corresponding laws:

<table>
<thead>
<tr>
<th>№</th>
<th>Type of distribution</th>
<th>Distribution parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>a)</td>
<td>( p(x) = \alpha(x - \beta)^2 )</td>
<td>( \alpha = \frac{12}{(b - a)^3} ) ( \beta = \frac{b + a}{2} )</td>
</tr>
<tr>
<td>b)</td>
<td>( p(x) = \frac{1}{\pi \sqrt{w^2 - (x - h)^2}} )</td>
<td>( w = \frac{b - a}{2} ) ( h = \frac{b + a}{2} )</td>
</tr>
<tr>
<td>c)</td>
<td>( p(x) = \frac{</td>
<td>x - a</td>
</tr>
<tr>
<td>d)</td>
<td>( p(x) = a \cdot b \cdot x^{a-1} \left(1 - x^a\right)^{b-1} )</td>
<td>( a = 0.5 ) ( b = 0.5 )</td>
</tr>
</tbody>
</table>
It is well known that the application of mathematical models of the random component of experimental data with any probability distribution requires the use of certain mathematical procedures for statistical processing. The existing fundamental approaches to finding estimates of the parameters of such models are based on the method of moments and the method of maximum likelihood or its modifications, respectively. The first one has a relatively low accuracy, but is notable for its simple calculation. The other requires the implementation of rather complex algorithms and the availability of as large a sample size as possible, which characterizes it as asymptotically efficient [13–15]. In addition to these methods, other statistics can also be used to obtain an estimate: median, quantile (center of curvature) or rank estimates [5, 16].

3 MATERIALS AND METHODS

In general, finding estimates of an unknown scalar parameter \( \theta \) by the polynomial maximization method over a sample of equally distributed random variables \( \{x_1, x_2, ..., x_n\} \) involves solving a polynomial equation of the form:

\[
\sum_{i=1}^{r} h_i(0) \left[ \frac{1}{n} \sum_{j=1}^{n} (x_j - \alpha_i(0)) \right] = 0, \tag{1}
\]

where \( r \) – predefined order of the polynomial, \( \alpha_i(0) = E\{x_i\} \) – mathematical expectations that depend on the parameter being estimated. The weighting coefficients \( h_i(0) \) of equation (1) can be found under the condition of ensuring the minimum variance of the estimates of the parameter \( \theta \) when using a polynomial of power \( r \) [17]. These coefficients are found from solving a system of linear algebraic equations of the form:

\[
\sum_{i=1}^{r} h_i(0) F_{i,j}(\theta) = \frac{d}{d\theta} \alpha_j(0), \quad j = \overline{1,r}, \tag{2}
\]

where the centered correlants \( F_{i,j}(\theta) = \alpha_{i+j}(0) - \alpha_i(0) \alpha_j(0), \quad i,j = \overline{1,r} \). When forming a stochastic polynomial of power \( r \) for equation (2), it is necessary to have a partial probability description in the form of a set of moments up to the 2r-th order.

It is known from [17–19] that when using power transforms as basis functions, polynomial estimates obtained with the powers of the polynomial \( r = 1,2 \) are equivalent to estimates of the mean for any symmetric distribution law of random variables. Therefore, in order to obtain estimates of the PMM that can prevail in accuracy, it is necessary to use a stochastic polynomial of power \( r = 3 \). To form the polynomial equation (1) with the unknown parameter \( \theta \), the relations for the first 6 initial moments were calculated. They will depend on the desired parameter \( \theta \), the second-order cumulant \( \chi_2 \), and the cumulant coefficients \( \gamma_4 \) and \( \gamma_6 \):
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The first 3 moments are as follows:

\[
\begin{align*}
\alpha_1(0) &= 0, \\
\alpha_2(0) &= \theta^2 + \chi_2, \\
\alpha_3(0) &= \theta^3 + 30\chi_2, \\
\alpha_4(0) &= \theta^4 + 60\chi_2 + (3 + \gamma_4)\chi_2^2, \\
\alpha_5(0) &= \theta^5 + 100\chi_2 + 50(3 + \gamma_4)\chi_2^2, \\
\alpha_6(0) &= \theta^6 + 150\chi_2 + 150(3 + \gamma_4)\chi_2^2 + \\
&\quad + (15(1 + \gamma_4) + \gamma_6)\chi_2^3.
\end{align*}
\]  

(3)

To find the weighting coefficients that minimize the variance of the PMM estimates of the distribution center parameter, the necessary expressions for the derivatives of the parameters are obtained:

\[
\frac{d}{d\theta} \alpha_1(0) = 1, \quad \frac{d}{d\theta} \alpha_2(0) = 2\theta, \quad \frac{d}{d\theta} \alpha_3(0) = (2\theta^2 + \chi_2).
\]

(4)

If we use a polynomial of power 3, then the equation for finding the PMM estimates \( \tilde{\theta} \) for the case of a symmetrically distributed random component of the experimental data can be written as follows:

\[
\begin{align*}
h_1 \sum_{i=1}^{n} [x_i - \tilde{\theta}] + h_2 \sum_{i=1}^{n} \left[ x_i^2 - (\tilde{\theta}^2 + \chi_2) \right] + \\
h_3 \sum_{i=1}^{n} \left[ x_i^3 - (\tilde{\theta}^3 + 30\chi_2) \right] \bigg|_{\tilde{\theta} = \hat{\theta}}
\end{align*}
\]

(5)

where \( h_1 - h_3 \) are the weighting coefficients obtained from the analytical solution of the system of equations (2) by the Kramer method, and taking into account expressions (3) and (4), and are as follows:

\[
\begin{align*}
h_1 &= \frac{3\theta^2 \gamma_4 - (6 + 12\gamma_4 + \gamma_6)\chi_2}{((\gamma_4 - 9)\gamma_4 - 6 - \gamma_6)\chi_2^2}, \\
h_2 &= \frac{-3\theta \gamma_4}{((\gamma_4 - 9)\gamma_4 - 6 - \gamma_6)\chi_2}, \\
h_3 &= \frac{\gamma_4}{((\gamma_4 - 9)\gamma_4 - 6 - \gamma_6)\chi_2^2}.
\end{align*}
\]

(6)

If the found coefficients (6) are substituted into the PMM equation (5), then a polynomial equation of the third power with respect to the parameter \( \theta \) is obtained:

\[
P_1\theta^3 + P_2\theta^2 + P_3\theta + P_4 \bigg|_{\theta = \hat{\theta}} = 0,
\]

(7)

where the coefficients \( P_1 - P_4 \) depend on the second-order cumulant \( \chi_2 \) and the cumulant coefficients \( \gamma_4 \) and \( \gamma_6 \). They can be found by using sample statistical initial moments \( \hat{\alpha}_i = \frac{1}{n} \sum_{i=1}^{n} x_i^j, i = 1, 6 \).

It is known [16, 19] that the solution of the cubic equation of the form (7) is obtained analytically on the basis of Cardano’s formulas. However, there are alternative methods for obtaining an analytical solution, for example, the general cubic formula, Viète’s substitution, trigonometric and hyperbolic solutions, and the Lagrange method [20]. The effectiveness of these methods depends on the type of roots of the cubic equation. It is known that the correct solution of a PMM is a real root, which in general can be more than one, which requires additional verification by the criterion of minimum variance.

In [18], it was proposed to use numerical iterative algorithms for solving nonlinear equations. As an initial approximation for finding the root of equation (7), it is proposed to use a linear estimate of the desired parameter in the form of a sample mean \( \hat{\theta} \). The condition for stopping iterations is set based on the standard deviation of the estimates.

It is known that the Newton-Raphson method is most commonly used to solve nonlinear equations and their systems, but the method of simple iteration, the method of fastest descent, etc. can also be applied.

So, in fact, the question of using mathematical methods to solve a polynomial maximization equation requires a more thorough study, comparing analytical and numerical methods, the speed of algorithms, and the types of roots obtained.

It was proved in [17] that the estimates obtained as a result of solving the PMM equation are valid and asymptotically unbiased. It is also important that there is an analytical solution for the variance of such estimates. It is based on the concept of the amount of information obtained about the estimated parameter \( \theta \) and is calculated using a well-known formula:

\[
J_{m(\theta)} = n \sum_{i=1}^{n} h_i(0) \frac{d}{d\theta} \alpha_i(0).
\]

(8)

The previously found values of the moments and weighting coefficients are used here. The inverse of the amount of obtained information in the asymptotic case tends to the variance of the estimated parameter, namely:

\[
\sigma_{\theta(\theta)}^2 = \lim_{n \to \infty} J_{m(\theta)}^{-1}.
\]

(9)

Analogous to [16–17], for a comparative analysis of the relative accuracy of estimates, it is advisable to introduce the concept of the coefficient of variance reduction:

\[
E_{(\theta)\text{mean}} = \frac{\sigma_{(\theta)\text{PMM}}^2}{\sigma_{(\theta)\text{mean}}^2}.
\]

(10)
This coefficient indicates the ratio of the variance of the PMM estimates of the parameter \( \theta \) obtained from the \( r \)-order polynomial equation to the variance of the PMM estimates when \( r = 1 \) or to the variance of the method of moments estimates.

The variance \( \sigma^2_{\hat{\theta}} \) of the estimates of the parameter \( \theta \), found by the method of moments, does not depend on the value of this parameter. It is uniquely determined by the ratio of the second-order cumulant \( \chi^2 \) to the volume of the sample \( n \) [17]:

\[
\sigma^2_{\hat{\theta}} \approx \frac{\chi^2}{n}. \quad (11)
\]

If substituting the values of the obtained weighting coefficients (6) and the derivatives of the moments (4) into expression (8), then in the asymptotic case (at \( n \to \infty \)), it is possible to determine the variance of the PMM estimates of the order of the polynomial \( r = 3 \) through the value of the cumulant coefficients:

\[
\sigma^2_{(0)PM3} = \frac{\chi^2}{n} \left[ 1 - \frac{\gamma_4^2}{6 + 9\gamma_4 + \gamma_6} \right]. \quad (12)
\]

As a result of the research, theoretical coefficients for reducing the variance of estimates of the center of distributions with a negative kurtosis coefficient were calculated, as shown in Table 2. Since the selected distribution models have constant cumulant coefficients characterizing the kurtosis, the values obtained are numerical:

<table>
<thead>
<tr>
<th>№</th>
<th>Вид розподілу</th>
<th>( G(\theta)_{\text{mean}} )</th>
<th>( \gamma_4 )</th>
<th>( \gamma_6 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>a)</td>
<td>U-quadratic distribution</td>
<td>0,037</td>
<td>-1.81</td>
<td>13,69</td>
</tr>
<tr>
<td>b)</td>
<td>Arcsine distribution</td>
<td>0,1</td>
<td>-1.5</td>
<td>10</td>
</tr>
<tr>
<td>c)</td>
<td>V-shaped distribution</td>
<td>0,074</td>
<td>-1,67</td>
<td>12</td>
</tr>
<tr>
<td>d)</td>
<td>Symmetrical Kumaraswamy distribution</td>
<td>0,058</td>
<td>-1,46</td>
<td>9,42</td>
</tr>
</tbody>
</table>

As shown in Table 2, all distributions are non-Gaussian, but it is the coefficient \( \gamma_4 \) that is negative. The results obtained do not contradict the domain of permissible values of cumulant coefficients shown in [17], and they cannot take on arbitrary values.

Based on the results of the research on the use of the PMM to estimate the parameter \( \theta \), it is possible to say that such estimates are superior in accuracy to the classical average method for distributions with a negative kurtosis. Thus, when the order of the stochastic polynomial is \( r = 3 \), the efficiency advantage of the PMM estimates of the distribution center is more than 10 times. Although, of course, in solving certain practical problems, the efficiency advantage of such estimates using the PMM may be somewhat less.

### 4 EXPERIMENTS

Usually, it is quite problematic to check and prove the effectiveness of both methods and algorithms in practice due to the limited amount of data obtained through a real-world experiment. A way out of this situation may be the use of simulation modeling methods, among which the most common is the Monte Carlo method, which is based on obtaining a large number of random data realizations that have stochastic properties of the real process being reproduced.

In this work, a software implementation of a series of repeated experiments was developed in Mathematica to compare the accuracy of the PMM estimates of the polynomial order \( r = 3 \) with other classical estimates. For this purpose, the experiment was supplemented with the calculation of median and quantile estimates (center of curve), which are also used to determine the center of the distribution.

As shown above, expression (10) can serve as a precise criterion of efficiency, but for experimental data it will contain empirical values of the variance reduction coefficients of the corresponding estimates:

\[
\hat{G}(\theta)_{\text{mean}} = \frac{\hat{\sigma}^2_{(0)PM3}}{\hat{\sigma}^2_{(0)\text{mean}}}, \quad \hat{G}(\theta)_{\text{med}} = \frac{\hat{\sigma}^2_{(0)PM3}}{\hat{\sigma}^2_{(0)\text{med}}}, \quad \hat{G}(\theta)_{\text{qvan}} = \frac{\hat{\sigma}^2_{(0)PM3}}{\hat{\sigma}^2_{(0)\text{qvan}}},
\]

where \( \hat{\sigma}^2_{(0)\text{mean}}, \hat{\sigma}^2_{(0)\text{med}}, \hat{\sigma}^2_{(0)\text{qvan}}, \hat{\sigma}^2_{(0)PM3} \) – average values of the variance of estimates for \( N \) experiments, obtained using the mean, median, quantile estimate, and PMM \( (r = 3) \), respectively.

In the implementation of the experiment, the estimates of the sample initial moments for substitution into the stochastic polynomial equation were obtained using the known formula:

\[
\hat{\gamma}_i = \frac{1}{n} \sum_{v=1}^{n} x'_v, \quad i = 1, 6.
\]
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When analyzing expressions (11) and (12), we can talk about the asymptotic efficiency of the methods, i.e., to obtain valid results, the sample of one experiment should be as large as possible. As for averaging the variance of the estimates, it is also necessary to have a certain number of experiments to ensure a predetermined accuracy and statistical stability of the modeling results. This calculation is performed using confidence intervals [21].

If a parameter $\hat{\theta}$ with mathematical expectation $\theta$ is estimated from a sample and has a mean $M(X)$, then there exists a value $\varepsilon$ such that $M(X) - \varepsilon < \varepsilon$, which will be the accuracy of the estimate. The probability of fulfillment of this inequality is its reliability $P[M(X) - \varepsilon < \varepsilon] = \varepsilon$.

Since the scheme of independent statistical tests with a relative frequency of occurrence of the required event $n/N$ is considered, for sufficiently large $N$, a distribution close to normal will be obtained. Therefore, for each value of reliability $\varepsilon$, the value of the function $\Phi(t) = E$ can be selected from the probability integral tables for such a value $t_E$ that the accuracy $\varepsilon$ is equal:

$$\varepsilon = t_E \sqrt{D(m/N)} = t_E \sqrt{D(X)/N}.$$  

(16)

Thus, the number of experiments to obtain a given accuracy will be found as follows:

$$N = \frac{t_E^2 D(X)}{\varepsilon^2}.$$  

(17)

If a number of random variables are evaluated during one experiment, then $\max D_i(X)$ is usually chosen to calculate the number of experiments $N$.

Typically, the reliability is set at $E = 0.95$, so the table value found is $t_E = 1.96$. The accuracy of calculating the variance and the coefficient of variance reduction will be adequate when the number has two decimal places, i.e. $\varepsilon = 0.01$. Calculating the variance values for the given probability distribution models with constant parameters, it is obtained $\max D_i(X) = 0.6$. Thus, the required number of experiments to get a given accuracy is as follows:

$$N = \frac{t_E^2 D(X)}{\varepsilon^2} = 23000.$$  

(18)

5 RESULTS

The results of statistical modeling by the Monte Carlo method for the various distributions considered in the research and the volume of experimental sample values $n = 20 \div 200$ obtained at the number of experiments $N = 23 \cdot 10^3$ are presented in Table 3.

For a more visual representation and comparison, the coefficients of variance reduction obtained as a result of Monte Carlo simulation relative to the method of moments and their theoretical values were plotted, since they were calculated analytically. Figure 2 shows them depending on the volume of the sample $n$.

6 DISCUSSION

Usually, methods that perform nonlinear processing of any data, especially stochastic data, lead to the complication of mathematical and computational algorithms. The polynomial estimation of the parameters of the experimental data proposed in this study is no exception. Moreover, it is known that increasing the order of the stochastic polynomial $r$ does not lead to a linear dependence of the increase in the accuracy of the obtained estimates. This fact somewhat reduces the application of the method in practice and forces a compromise between increasing accuracy or complexity. That is why in this study it was decided to choose the order $r = 3$ of the stochastic polynomial.

The analysis of the results of theoretical (Table 2) and experimental (Table 3) studies of variance reduction coefficients shows their significant correlation. This is especially evident when the sample size $n$ increases, and also indicates the correctness of the statistical modeling. Such results fully confirm the asymptotic efficiency of polynomial estimation based on the property of the amount of obtained information (8).

<table>
<thead>
<tr>
<th>Вид розподілу</th>
<th>$g_i(\theta)$</th>
<th>$\tilde{g_i}(\theta)_{\text{mean}}$</th>
<th>$\tilde{g_i}(\theta)_{\text{med}}$</th>
<th>$\tilde{g_i}(\theta)_{\text{qvan}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>20</td>
<td>50</td>
<td>100</td>
</tr>
<tr>
<td>U-quadratic distribution</td>
<td>0.037</td>
<td>0.16</td>
<td>0.044</td>
<td>0.038</td>
</tr>
<tr>
<td>Arcsine distribution</td>
<td>0.1</td>
<td>0.305</td>
<td>0.138</td>
<td>0.114</td>
</tr>
<tr>
<td>V-shaped distribution</td>
<td>0.074</td>
<td>0.25</td>
<td>0.097</td>
<td>0.08</td>
</tr>
<tr>
<td>Symmetrical Kumaraswamy distribution</td>
<td>0.058</td>
<td>0.196</td>
<td>0.093</td>
<td>0.068</td>
</tr>
</tbody>
</table>
A general analysis of the results of comparing different estimation methods with the PMM shows its high efficiency. It is demonstrated by the fact that the PMM has an average 3-5 times higher accuracy of estimates than classical methods, as shown in Figure 2. This is also true for small (20 values) sample volumes, which is important for limited experiments, although the smallest reduction in the variance of the estimate in such cases is observed compared to the method of quantile estimates. As for the median estimate, the PMM has the greatest advantage over it in terms of accuracy for models with a gentler curve.

As the sample volume increases, the coefficient of variance reduction tends to its theoretical value, as it should be, which is confirmed by the results of statistical modeling. This trend can be observed both in the numerical results (Table 3) and in the graphical interpretation (Figure 2), which shows a comparison of the experimental value and the theoretical one. Although the coefficient of variance reduction increases with decreasing non-Gaussianity of the experimental data (the advantage in accuracy decreases), the advantage of polynomial estimates remains significant.

CONCLUSIONS

The research conducted in this paper confirms the potentially high efficiency of the polynomial maximization method in determining estimates of the coordinates of the center of distribution of experimental data that are adequately described by models of probability distributions with a negative kurtosis. An important and essential feature of this approach is the fact that it does not require any prior information about the type and parameters of the distributions. However, for the purpose of demonstration, the necessary well-known models were used, which are adequate to the task at hand. The paper shows that the algorithm for finding the PMM estimates of an informative parameter using the polynomial order \( r = 3 \) can be reduced to solving a cubic equation. For this purpose, both explicit and numerical methods can be used. The coefficients of this equation are obtained from the calculation of a posteriori estimates of the initial moments up to the 6-th order of the stochastic component of the experimental data.

The basis for finding the coefficient of variance reduction in this paper is the concept of the amount of information extracted, which is identical to Fisher's information for the Maximum Likelihood Estimation. However, the amount of information extracted was calculated based on sample statistical characteristics, such as moments and cumulants. The result is an analytical expression that, for each model distribution, when substituting the numerical values of the interval on which it is defined, gives a number in the final case.

Statistical modeling has confirmed the effectiveness of the PMM estimates compared to known nonparametric estimates based on the mean, median, and quantile statistics, even with small sample sizes. The simulation results show that the accuracy of the proposed approach is sometimes significantly (more than 3 times) higher than classical nonparametric estimates.
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вання, котри спираються на математичний апарат стохастичних поліномів Кученчика та опис випадкових величин статисти-ками вищих порядків (моментами чи кумулянтами). В якості моделей випадкової складової в роботі використано ряд розпо- ділів цілісності імовірності з від’ємним коефіцієнтом екскесу.

В якості міри ефективності оцінок було використано відношення дисперсії оцінки центру розподілу, знайденої з викори- станням поліноміальних та класичних методів, виходячи із параметра кількості додатної інформації.

Досліджено, із застосуванням методу Монте-Карло для багаторазових випробувань, відносну точність поліноміальних оцінок у порівнянні з оцінками середнього, медіани і квантильних оцінок (центру перегину).

Результати. Побудовано поліноміальні методи оцінювання параметра центру розподілу для моделей даніх цілісності розподілу імовірності з від’ємним коефіцієнтом екскесу.

Висновки. Дослідження, що були проведені в даній роботі, підтверджують потенційну високу ефективність поліноміаль- них оцінок координати центру експериментальних даних, що адекватно описуються моделями розподілами з від’ємним коефіцієнтом екскесу. Статистичне моделювання підтвердило ефективність отриманих оцінок в порівнянні із відомими непараметричними оцінками, на основі статистик середнього, медіани і квантильні оцінки, причому навіть при маліх об’ємах вибірки.

КЛЮЧОВИ СЛОВА: вибірка даних, оцінювання, стохастичний поліном, кумулятиви, від’ємний екскес.
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