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ABSTRACT

Context. Optimization of the method of nearest neighbors k-NN for the classification of text documents by their topics and experimentally solving the problem based on the method.

Objective. The study aims to study the method of nearest neighbors k-NN for classifying text documents by their topics. The task of the study is to classify text documents by their topics based on a dataset for the optimal time and with high accuracy.

Method. The k-nearest neighbors (k-NN) method is a metric algorithm for automatic object classification or regression. The k-NN algorithm stores all existing data and categorizes the new point based on the distance between the new point and all points in the training set. For this, a certain distance metric, such as Euclidean distance, is used. In the learning process, k-NN stores all the data from the training set, so it belongs to the “lazy” algorithms since learning takes place at the time of classification. The algorithm makes no assumptions about the distribution of data and it is nonparametric. The task of the k-NN algorithm is to assign a certain category to the test document \( x \) based on the categories \( k \) of the nearest neighbors from the training dataset. The similarity between the test document \( x \) and each of the closest neighbors is scored by the category to which the neighbor belongs. If several of \( k \)’s closest neighbors belong to the same category, then the similarity score of that category for the test document \( x \) is calculated as the sum of the category scores for each of these closest neighbors. After that, the categories are ranked by score, and the test document is assigned to the category with the highest score.

Results. The k-NN method for classifying text documents has been successfully implemented. Experiments have been conducted with various methods that affect the efficiency of k-NN, such as the choice of algorithm and metrics. The results of the experiments showed that the use of certain methods can improve the accuracy of classification and the efficiency of the model.

Conclusions. Displaying the results on different metrics and algorithms showed that choosing a particular algorithm and metric can have a significant impact on the accuracy of predictions. The application of the ball tree algorithm, as well as the use of different metrics, such as Manhattan or Euclidean distance, can lead to improved results. Using clustering before applying k-NN has been shown to have a positive effect on results and allows for better grouping of data and reduces the impact of noise or misclassified points, which leads to improved accuracy and class distribution.
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ABBREVIATIONS

\( k \)-NN is a k-nearest neighbor method; 
\( kd \)-tree is a k-dimensional tree; 
\( L1 \) – distance is a Manhattan metric; 
\( TF-IDF \) is a TF – term frequency, IDF – inverse document frequency; 
\( CSV \) is a comma-separated value.

NOMENCLATURE

\( d_i \) is a text document; 
\( Cl \) is a particular classification of the document; 
\( f(x) \) is a label intended for the test document \( x \); 
Score \((x, C)\) is a score assigned to a category based on the points of category \( K \) of the nearest neighbors to the test document \( X \); 
\( \text{sim}(x,d) \) is a similarities between \( X \) and the training document \( D \); 
\( y(d_i, C_j) \in \{0,1\} \) is a binary value of the category for the educational document regarding \( d_i \); 
\( w_{ci}^{j+1} \) is a denotes the new weight of the word \( t \) in the cluster \( C_i^j \); 
\( w_{ci}^j \) is a weight of the word \( t \) in the cluster \( C_i^j \); 
\( w(t)_p \) is a weight of the word \( t \) in the text \( p \); 
\( C_i^0 \) is a number of texts contained in the cluster \( C_i^0 \); 
ClusterScore\((x, C_i)\) is a score assigned to a category based on category points to test the document \( x \); 
\( \text{sim}(x,C_i^0) \) is a similarity between \( X \) and cluster in model \( C_i^0 \); 
\( y(C_i^0, C_j) \in \{0,1\} \) is a cluster relative to \( C_i^0 \); 
\( N \) is a total number of signs; 
\( \text{count}(c, C) \) is a number of votes for the class \( c \) in the set \( C \); 
argmax is a function that returns the index of the maximum value.

INTRODUCTION

In today’s world, a large amount of information is created and accumulated daily in various formats. As the volume of textual information grows in various fields, effective methods of processing and analysis are increasingly needed. Therefore, it is important to be able to analyze and classify this information effectively.

Classification of documents on their topics can be useful for many tasks, for example, selecting documents that meet certain criteria, building recommender systems, analyzing text data in social networks, etc.
The importance of the task of classifying text documents by the method of nearest neighbors will reduce the dimension of the data, save information about the classification and increase its accuracy. It is also quite easy to use and does not require a lot of computing power, which makes it popular in many areas [1, 3].

This method does not require pre-modeling, which allows it to be used for online classification and for the classification of text documents with a small data set, which is a fairly common situation in natural language processing. In addition, k-NN can be applied to the classification of documents without regard to their contents, only based on information about the topics. In addition, k-NN is a fairly flexible algorithm, since it is possible to use different distance metrics and distinguish the weight of each sample depending on its significance for classification [5, 6].

The task of the nearest neighbors method is to classify new data based on their similarity with known data (training data set). The problem of the nearest neighbors method is guided by the concept that if points in the data space are close to each other, then the probability that they belong to the same class is high, therefore, it is solved accordingly according to the principle such that in the variant k-NN each feature belongs to the predominant class of nearest neighbors, where k is the method parameter. The basis of the k-NN method is the fact that, according to the compactness hypothesis, it is expected that the test feature d will have the same label as the learning features in the local region surrounding the sign d [2, 4].

In the case of researching the use of the nearest neighbors method k-NN to classify text documents according to their topics, the novelty is that it offers the use of a method that is quite simple and effective to solve the complex problem of classifying text documents by their topics. The study proposes the use of clustering and dimensionality reduction to improve the quality of text classification. In addition, the study compares the efficiency of different types of term oscillation and different k values in the k-NN method for classifying text documents. Thus, the study expands our understanding of how the k-NN nearest neighbors method can be applied to classify text documents by their topics and helps to improve methods for classifying texts.

The aim of the study is to train the method of k-NN’s nearest neighbors to classify text documents by their topics.

The subject of research is the creation and optimization of the method of nearest neighbors k-NN for the classification of text documents by their topics, as well as the solution of the problem based on the method experimentally.

The main objectives of the study are:

- Development of a system that can automatically classify text documents by their topics.
- Reducing classification errors to improve system accuracy.
- Research on the effectiveness of k-NNs in classifying documents with different numbers of categories and developing methods to improve efficiency in such cases.

1 PROBLEM STATEMENT

The purpose of the study is to build a model that can automatically assign a category to a new text document.

Suppose we have a set of text documents \( D = \{d_1, d_2, ..., d_n\} \), where each document is represented as a sequence of words or tokens. Each \( d_i \) belongs to one of the predefined classes or categories \( C = \{c_1, c_2, ..., c_k\} \).

To build a model, we have a training dataset consisting of pre-classified documents and corresponding classes.

Mathematically, the problem of classification of text documents can be formulated as follows:

Given: Training dataset \( D_{\text{train}} = \{ (d_1, c_1), (d_2, c_2), ..., (d_m, c_m) \} \), where \( d_i \) is a text document and \( c_i \) is its corresponding classification.

Find: \( f: D_{\text{test}} \rightarrow C \) which can categorize a new text document from test set \( D_{\text{test}} \) into one of \( C \) classes.

2 LITERATURE REVIEW

A special role for research is the methods of classification and clustering of text data. In the study [1, 3], the authors provide an introduction to the k-NN nearest neighborhood method and consider its application to the classification of text documents. They describe how the k-NN method can be used to classify texts and provide examples of how this method can be applied to data from various fields, including biology, medicine, and e-commerce.

This paper [7] is an important source for studying the basics of textual information processing and data retrieval. The book covers a wide range of topics from the field of information retrieval, including index building, weighted estimation methods, vector models, thematic modeling, ranking, and more.

The paper [8] describes a wide range of methods of machine learning and statistical data analysis. It is useful for researchers working with the k-NN closest neighbor method to classify text documents by their topics.

The book [10] contains a lot of material about probabilistic models, multivariate data analysis, teaching methods, and graphical models. These techniques can be useful for improving the accuracy of classification using the k-NN closest neighbor method. In addition, the book contains numerous examples that demonstrate how different machine-learning methods can be applied to solve real-world problems.

The study [13] describes in detail the theoretical and practical aspects of working with text, including topics...
such as statistical models of language, thematic modeling, tone analysis, machine translation, and others.

The book discusses various methods of vector representation of text that can be used to build a model for the \( k \)-NN method and also discusses other machine-learning methods for classifying text documents, such as the naïve Bayesian classifier and the support vector method.

In particular, the authors [14] describe in detail the use of bag-of-words models and address the construction of a dataset for training and testing the model, as well as the choice of model parameters, such as the number of nearest neighbors to be used to classify documents.

The research [15] is devoted to the analysis of text data and methods of their processing, in particular the problems of classification and clustering of documents. It describes various methods, including the \( k \)-NN nearest neighbor method.

The book [12] discusses the following problems:
- Training, statistical methods, and association rules in the field of text mining, which describe different approaches to analyzing text data, including machine techniques.
- Building machine learning models used to classify and cluster documents, in particular the \( k \)-NN closest neighbor method.
- Preparing data for text analysis, including feature selection and data dimensionality reduction. The book describes in detail how to select the most significant features from the text that will improve the results of data analysis. The book also discusses methods for reducing the dimensionality of data, such as the principal component method and clustering method.
- The book contains many examples of applications of text mining techniques, including text tone analysis, document classification, and email spam detection.

Thus, the analysis of text documents is quite an important topic in our time, since the number of their application in various fields is increasing every day. Accordingly, consideration is relevant for this study and will help in improving the accuracy of the model.

3 MATERIALS AND METHODS

The \( k \)-nearest neighbor method is a metric algorithm for automatically classifying objects or regression. The \( k \)-NN algorithm stores all existing data and classifies the new point based on the distance between the new point and all points in the training set. To do this, use a specific distance metric, such as Euclidean distance. In the process of learning, \( k \)-NN stores all the data from the training set, so it belongs to the “lazy” algorithms since learning takes place at the time of classification. The algorithm makes no assumptions about the distribution of data and it is nonparametric \([1, 11]\).

For the classification of text documents on the topics, the \( k \)-nearest neighbors method was chosen because of several reasons: simplicity and ease of implementation, high accuracy, and the ability to take into account the importance of each feature.

The \( k \)-NN method also has some disadvantages, in particular, it can be sensitive to noise and a large number of features and may require a significant amount of memory and computing resources when processing large amounts of data. Therefore, before proceeding with the classification of text documents, you can apply actions that can improve the quality and performance of the algorithm and its accuracy, namely [13]:

- Apply noise or unnecessary signs to data before using the \( k \)-NN method, which can reduce their impact on forecasting and help make the algorithm more efficient.
- Use distributed computing systems to handle large amounts of data, which can reduce the load on memory and computing resources. You can also use the approach of reducing the dimensionality of the data, which allows you to reduce the number of features and simplify the data space.
- Weights can be assigned to each sign depending on its importance for forecasting. This can help reduce the impact of less important features on forecasting and increase accuracy.

The task of the \( k \)-NN algorithm is to assign a test document \( x \) a certain category based on the categories \( k \) of closest neighbors from the training dataset. The similarity between the test document \( x \) and each of the closest neighbors is scored by the category to which the neighbor belongs. If several of \( k \)’s closest neighbors belong to the same category, then the similarity score of that category for the test document \( x \) is calculated as the sum of the category points for each of these closest neighbors. After that, the categories are ranked by score, and the test document is assigned to the category with the highest score. The decision rule for \( k \)-NN can be written as follows (Formula 1):

\[
f(x) = \arg \max C \text{Score}(x, C_j) = \sum_{d_i \in KNN} \text{sim}(x, d_j) y(d_j, C_j),
\]

This approach is effective, nonparametric and easy to implement. However, the classification time is very long, and accuracy is seriously impaired by the presence of noise training documents [9].

To improve the accuracy of the \( k \)-NN algorithm for text data classification in the study, a number of actions will be performed, such as:

1. Representation of documents/text as a vector space model, where each document/text is represented as a vector in an \( n \)-dimensional word space where each word is represented as coordinates. The more often a certain term appears in a document, the greater its significance in this document and the greater its coordinate in the vector representation of the document. Accordingly, this will speed up the work and classification of the \( k \)-NN method. The weight of each word in a document is calculated by weighing how often that word is used in the document and throughout the document collection. If the word is
used often in a document, but rarely in other documents, then its weight will be high.

2. Create a classification model based on clustering. For this, one-pass clustering algorithm with constraints should be used. This algorithm provides incremental clustering with time complexity close to linear.

3. During the clustering process, each cluster is represented as a cluster vector according to the centroid vector for each cluster \([14, 20]\). The change in word weight of each cluster is calculated by the formula 2:

\[
w^{i+1}_{c}(t) = \frac{w^i_{c}(t) \times w(t)}{C_0 + 1}.
\]

According to the applied changes, the decision-making formula for \(k\)-NN will look like this (Formula 3):

\[
f(x) = \arg\max \text{ClusterScore}(x, C_j) = \sum_{C^0_j \in kNN} \sin(x, C^0_i)y(C^0_i, C_j).
\]

Suppose we have a training set of text documents with known classes that match their topics. Each text document is represented as a feature vector \(X = [x_1, x_2, ..., x_N]\), where \(x_i\) is a sign (for example, word, term) for the \(i\)-th document, and \(N\) is the total number of signs. Using a certain similarity metric, such as cosine similarity, we calculate the similarity between the feature vectors of two documents. Let \(\text{sim}(x, y)\) denotes similarities between documents \(x\) and \(y\). Accordingly, we find \(k\) documents from the training kit that have the greatest similarity with the new document. Denote these documents as \(S = \{s_1, s_2, ..., s_k\}\), where \(s_i\) is the \(i\)-th closest neighbor. Hence we determine the class of the new document, by voting or by majority among \(k\) nearest neighbors. Let \(C = \{c_1, c_2, ..., c_k\}\) – document classes \(s_1, s_2, ..., s_k\). The class of the new document will be the class with the most votes among these \(k\) closest neighbors.

Thus, the definition of the class of a new document, based on the vote of the nearest neighbors, can be written as follows (Formula 4):

\[
\arg\max \text{count}(c_i,C), i=1\rightarrow k.
\]

In the context of \(k\)-nearest neighbors (\(k\)-NN), hyperparameters are used to tune the algorithm itself, not to train a model with data. Hyperparameters determine the behavior of \(k\)-NN and its characteristics. The main hyperparameters include \([17, 19]\):

1. \(k\): This is the main \(k\)-NN hyperparameter that determines the number of nearest neighbors to be used for decision-making.

2. Neighbor search algorithm: \(k\)-NN can use different neighbor search algorithms, such as “ball tree”, “kd tree” and others.

3. Distance or metric: \(k\)-NN uses distance or metric to determine how close points are to each other. For example, Euclidean distance, Manhattan distance, or cosine similarity.

In our context, we will apply them to analyze their impact on \(k\)-NN and, through them, try to improve the accuracy of the method.

The following Neighbor search algorithms are considered in the study:

1. The Ball Tree algorithm is one of the methods of constructing a data structure for the efficient execution of operations of the nearest neighbor in classification and clustering problems. It is based on the idea of partitioning a data space into minimally convex balls, known as “balls”. The basic principle of constructing a Ball Tree is to recursively partition data into subsets by calculating the center point (center of the “ball”) and the radius of the ball that best covers the data. The Ball Tree method allows you to quickly find \(k\)-nearest neighbors, reducing the number of comparisons between points and speeding up searches. It is especially useful for large data sets or when the distances between points have a large difference.

2. A \(kd\)-tree is a data structure used in the \(k\)-NN algorithm to quickly find the nearest neighbors. It divides a data space as a binary tree, where each node represents a point in space and divides that space into two subdomains. A key feature of the \(kd\)-tree is the way data is divided in space using hyperplanes parallel to the coordinate axes. The \(kd\)-tree significantly reduces the number of comparisons operations required to find the nearest neighbors, which makes it an effective method for \(k\)-NN. It is especially useful in problems with a large number of points in the data space.

The Minkow metric is a general term for a family of metrics that include Manhattan distance and Euclidean distance as partial cases of them. It is used to calculate the distance between two points in \(n\)-dimensional space. Formally, the Minkow metric is defined as follows for two points \(P(p_1, p_2, ..., p_n)\) and \(Q(q_1, q_2, ..., q_n)\) in \(n\)-dimensional space (Formula 5):

\[
d = \sqrt{(p_1-q_1)^2 + (p_2-q_2)^2 + ... + (p_n-q_n)^2}.
\]

In this formula, \(p\) is a parameter that controls the shape of the metric. Depending on the value of \(p\), the Minkow metric can vary from Manhattan distance \((p = 1)\) to Euclidean distance \((p = 2)\). Using the \(p\) parameter, the Minkow metric can simulate various types of distances, including \(L1\) distance (Manhattan), \(L2\) distance (Euclidean), and others \([16, 18]\).

The Minkow metric is a popular choice in the \(k\)-NN algorithm. It allows you to determine the distance between objects and take into account their location in space. Depending on the type of data and the nature of the task, it is advantageous to use different values of the pa-
The choice of the Reuters dataset to classify text documents by their subject using $k$-nearest neighbors is the most optimal for several reasons:

- Variety of topics: The Reuters-21578 dataset contains a wide range of topics, covering news from various fields such as finance, technology, sports, politics, and others. This ensures representativeness and diversity of data, which is important for the classification of texts.

- Data volume: The Reuters-21578 dataset contains a significant number of documents on various topics. Most classification algorithms, including $k$-NN, require enough data to achieve reliable results. Therefore, the presence of a large amount of data in the Reuters-21578 dataset makes it attractive for $k$-NN applications.

- The similarity of text documents: The $k$-NN algorithm is based on the hypothesis that similar data have similar characteristics depending on the topics. This supports the $k$-NN hypothesis and contributes to its effectiveness in classifying these texts.

In total, the Reuters-21578 dataset contains about 21,578 news documents written in English. Each document includes a title, date, text, table of contents, and category labels assigned to it (Table 1). The documents in the dataset are classified into 135 different categories, such as “foreign news”, “sports”, “politics”, etc. Each document can have many categories to which it belongs.

<table>
<thead>
<tr>
<th>Field name</th>
<th>Type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Title</td>
<td>String</td>
<td>Contains text data represented as a character string.</td>
</tr>
<tr>
<td>Date</td>
<td>String</td>
<td>Represents the date of publication of the article.</td>
</tr>
<tr>
<td>Topics</td>
<td>Sequence</td>
<td>Represents categories or topics related to the article. It is stored as a set or list of lines, where each line represents a topic or category label.</td>
</tr>
<tr>
<td>Places</td>
<td>Sequence</td>
<td>Represents geographical locations mentioned in the article. It is stored as a set or list of rows, where each row represents a place label.</td>
</tr>
<tr>
<td>People</td>
<td>Sequence</td>
<td>Contains the names of persons mentioned in the article. It is stored as a set or list of strings.</td>
</tr>
<tr>
<td>Orgs</td>
<td>Sequence</td>
<td>Contains the names of organizations mentioned in the article. It is stored as a set or list of strings.</td>
</tr>
<tr>
<td>Exchanges</td>
<td>Sequence</td>
<td>Represents mentions of stock exchanges or financial markets in an article. It is usually stored as a set or list of strings.</td>
</tr>
<tr>
<td>Text</td>
<td>String</td>
<td>Contains the main text of the news article and is presented as a string of characters.</td>
</tr>
</tbody>
</table>

Since the dataset Reuters-21578 may contain data or their type, which may worsen the results of the study, it must carry out preliminary processing of the data.

First, we need to balance the text and process it further. Some documents may contain symbols, punctuation, or numbers that do not carry essential information for text analysis. Data pre-processing allows you to remove these unnecessary elements and focus on essential aspects of the text. We also need to reduce everything to lowercase to ensure uniformity. Breaking the text into separate tokens or words is also an important step for further analysis. Tokenization helps to understand the structure of a text and divide it into separate units, which facilitates further processing and use. To improve your workout results, you need to remove stop words, which will reduce noise. Stop words are common words that do not carry essential information for text analysis, for example, “the”, “and”, “is”, etc. Another very important step is that it is necessary to reduce words to their basic form (lemmatization). This reduces the number of unique words in the text and makes it easier to recognize the semantic relationship between them. For example, given that we have texts in English, words like “running”, “run” and “ran” will be reduced to the lemma “run”.

Secondly, we need to convert the words’ text to vector format. Vectorization is the process of converting text data into numerical vectors that can be used to further analyze or train machine learning models. This is achieved using methods such as bag-of-words or TF-IDF (Term Frequency-Inverse Document Frequency) in our case, where each word or term is represented by a numeric value. This allows textual data to be treated as numerical features that can be used in machine learning models for classification, clustering, or other analysis.

Therefore, these steps will help prepare data from the Reuters-21578 dataset for further application of machine learning and text analysis models, since data preprocessing helps to improve data quality and representativeness, reduce noise, etc.

4 EXPERIMENTS

The next step is to study the effectiveness of the $k$-NN closest neighbors method for classifying text documents by their topics. Therefore, we will show in more detail the influence of the parameter $k$ and the choice of distance metric and other factors.

To begin with, we display the number of articles belonging to a certain category (Fig. 1):

![Figure 1](image)

We divide the experiments, the purpose of which is to improve the accuracy of classification, into:

1. Effect of parameter $k$: Experiments will be performed with different values of the parameter $k$ (number
of neighbors) and the accuracy of the model on the test set will be measured.

2. Clustering Impact: Experiments will be conducted with the generated clustering-based classification model and its impact on the accuracy of the \( k \)-NN model on the test set.

3. Choosing a distance metric and \( k \)-NN hyperparameters: Experiments will be conducted with different distance metrics and with different \( k \)-NN hyperparameters, namely an algorithm such as “ball_tree” (partitioning the data space into minimally convex balls) and a \( k \)-distance tree and metrics (such as the Manhattan metric and Euclidean distance), and the accuracy will be measured on the test set.

To assess the quality of the classification model, we will use metrics. Here is a brief explanation of each metric:

1. Accuracy: Measures the ratio of the number of correctly classified documents to the total number of documents. The higher the value, the better the model.
2. Precision: Measures the ratio of the number of correctly positively classified documents to the total number of positively classified documents. This indicates how accurately the model identifies positive documents.
3. Recall: Measures the ratio of the number of correctly positively classified documents to the total number of documents belonging to the positive class (correctly classified positive documents plus false negative documents). This indicates how fully the model defines positive documents.
4. F1 score: This is the harmonic average between accuracy and completeness. It is used as a compromise metric that combines information about accuracy and completeness. It takes into account both the accuracy and completeness of the model and uses its harmonic average to calculate the final value.

To estimate the error of our model, we will build a histogram comparing real and predicted data, where count represents the number of cases or frequency of each category in the data set, and category respectively the category itself. We will also build a prediction matrix. The prediction matrix reflects the correspondence between actual and predicted classes and allows quantitative analysis of classification results. It consists of rows and columns, where the rows represent the actual classes, and the columns represent the provided classes. Each cell in the matrix shows the number of samples that belong to a certain actual class and have been mistakenly classified into a specific predicted class. For both options, we will take the top 15 values to see the result better.

These studies will allow us to understand under what parameters and characteristics \( k \)-NN shows itself best.

The purpose of the experiment №1 is to study the influence of the number of neighbors (parameter \( k \)) on the results of a particular operation or algorithm.

We will conduct a study on the parameters \( k = 1, 5, 10, 15, 20 \) where \( k \) is the number of neighbors. We calculate the assessment of the quality of the classification model at \( k = 1 \) (Fig. 2).

As we can see from the Fig. 2, the results are satisfactory, but they should be improved. In Fig. 3 shows that the largest error belongs to the EARN category. From the matrix of predictions in Fig. 4 we can also see that most often the algorithm was wrong in determining the category of EARN and ACQ.

We calculate the assessment of the quality of the classification model at \( k = 5 \) (Fig. 5).

As we can see from the Fig. 5, the results are satisfactory, but they should be improved. In Fig. 6 shows that the largest error belongs to the EARN category. From the matrix of predictions in Fig. 7 we can also see that most often the algorithm was wrong in determining the category of EARN and ACQ.

We calculate the assessment of the quality of the classification model at \( k = 5 \) (Fig. 8).

As we can see from the Fig. 8, the results are satisfactory, but they should be improved. In Fig. 9 shows that the largest error belongs to the EARN category. From the matrix of predictions in Fig. 10 we can also see that most often the algorithm was wrong in determining the category of EARN and ACQ.
As we can see from the Fig. 5, the results improved compared to the results in Fig. 2, but they should be improved. In Fig. 6 it can be seen that again the greatest error belongs to the prediction of data in EARN, but compared to the results achieved at $k = 1$, the error has increased. Following the matrix of predictions in Fig. 7 we can also see that most often the algorithm was wrong in determining the category EARN and ACQ, but for ACQ, it decreased compared to the results at $k = 1$. However, the number of correct distributions has increased.

We calculate the assessment of the quality of the classification model at $k = 10$ (Fig. 8).

As we can see from Fig. 8, the results improved compared to the results in Fig. 5 which makes them quite accurate. In Fig. 9 it can be seen that again the greatest error belongs to the prediction of data in EARN, but compared to the results achieved at $k = 5$, the error has decreased. Following the matrix of predictions in Fig. 10 we can also see that the algorithm was most often wrong in determining the categories EARN and CRUDE, instead of ACQ. However, the number of correct distributions has increased.

We calculate the quality assessment of the classification model at $k = 15$ (Fig. 11).

As we can see from Fig. 11, the results improved compared to the results in Fig. 5 which makes them quite accurate. In Fig. 12 it can be seen that again the greatest error belongs to the prediction of data in EARN, but compared to the results achieved at $k = 10$, the error has decreased. Following the matrix of predictions in Fig. 13 we can also see that the algorithm was most often wrong in determining the categories EARN and CRUDE, instead of ACQ. However, the number of correct distributions has increased.
As we can see from Fig. 11, the results improved compared to the results in Fig. 8. In Fig. 12 it can be seen that again the greatest error belongs to the prediction of data in EARN, but compared to the results achieved at $k = 10$, the error has decreased. In accordance with the matrix of predictions in Fig. 13 we can also see that the algorithm was most often wrong in defining the EARN and CRUDE categories, instead of ACQ. The number of correct distributions has increased, although not significantly.

We calculate the assessment of the quality of the classification model at $k = 20$ (Fig. 14).

The purpose of the experiment №2 is to study the effect of clustering on the algorithm $k$-NN. Clustering is a method of grouping similar objects into clusters based on their characteristics or distances to each other. In the context of $k$-NN, clustering can affect the results of an algorithm by changing the neighborhood of objects and hence determining their classification.

We will conduct a study on the parameters $k = 5, 15, 20, c = 5, 15, 20$, where $k$ is the number of neighbors, and $c$ is the number of clusters. We calculate the assessment of the quality of the classification model at $k = 5$ and $c = 5$ (Fig. 17).

As we can see from Fig. 14, the results remained the same in Fig. 11. This means that with a selected number of neighbors, the model has reached its maximum level of accuracy and it does not make sense to increase or decrease the number of neighbors. Accordingly, everything coincides with the results at $k = 15$.

As we can see from Fig. 17, the results are very good. If we compare the results of metrics with Fig. 5 and with Fig. 17, then with clustering there is a good increase in accuracy at $k = 5$. In Fig. 18 we can see that the attitude to categories has improved significantly with clustering than...
without it, and the error has decreased accordingly. By the matrix of predictions in Fig. 19. We can also see that correct data allocation has improved a lot.

We calculate the assessment of the quality of the classification model at $k = 15$ and $c = 15$ (Fig. 20).

![Figure 20 – Evaluation of the quality of the classification model](image)

As we can see from Fig. 20 results are very good. In Fig. 21 we can see that the attitude to categories has improved significantly with clustering than without it, and the predicted data almost coincides with the real data, which indicates a greater amount of properly distributed data. Following the matrix of predictions in Fig. 22 can also see that the correct distribution of data has improved a lot.

We calculate the quality assessment of the classification model at $k = 20$ and $c = 20$.

The results, which are shown in Fig. 23–24 and in the matrix of predictions in Fig. 25, indicate very good results using clustering. From Fig. 23 we see that the accuracy of the model has again increased relative to $k = 15$ and $c = 15$. This means that clustering allows you to better determine the belonging of objects to the corresponding categories. In Fig. 24 shows that attitudes towards categories again improve significantly when clustering is used. Matrix of predictions in Fig. 25 also demonstrates that proper data allocation is greatly improved when clustering is used.

The experiment №3 aims to find hyperparameters that maximize the performance of the $k$-NN algorithm, as well as to understand the influence of hyperparameters on the classification results. The study can help identify which parameters are critical to achieving high accuracy and efficiency in a specific data context. We will use 15 neighbors for research.

We calculate the quality assessment of the classification model with the algorithm ‘ball_tree’ and the metric ‘manhattan’ at $k = 15$.

The experiment №3 aims to find hyperparameters that maximize the performance of the $k$-NN algorithm, as well as to understand the influence of hyperparameters on the classification results. The study can help identify which parameters are critical to achieving high accuracy and efficiency in a specific data context. We will use 15 neighbors for research.
As we can see from Fig. 26, results improved by comparing the usual $k$-NN with $k = 15$ in Fig. 11. In Fig. 27 we can see that, in general, the predicted data almost coincide with the real data, which indicates a more correct distribution of the data. Following the matrix of predictions in Fig. 28 we can also see that the correct distribution of data has improved a lot.

We calculate the quality assessment of the classification model with the algorithm ‘ball_tree’ and the metric ‘euclidean’ at $k = 15$.

Figure 29 – Quality assessment of classification model with ‘ball_tree’ algorithm and ‘euclidean’ metric

Comparing the results of the ‘ball_tree’ algorithm with different metrics, we can conclude that the introduction of these hyperparameters has increased the accuracy and efficiency of the model, but in two cases of using metrics, the result is the same, which may mean that both metrics measure the distance between two points with the same accuracy, or perhaps that the points are in a space where both metrics are equivalent.

We calculate the quality assessment of the classification model with the algorithm ‘kd_tree’ and the metric ‘manhattan’ at $k = 15$.

Figure 32 – Quality assessment of classification model with ‘kd_tree’ algorithm and ‘manhattan’ metric

Figure 33 – Histogram comparing the number of predicted and real data with the ‘kd_tree’ algorithm and the ‘manhattan’ metric
As you can see from Fig. 32–34, the application of ‘kd_tree’ with the ‘manhattan’ metric did not live up to expectations, since the results coincide with the use of the $k$-NN model without parameters at $k = 15$.

We calculate the quality assessment of the classification model with the algorithm ‘kd_tree’ and the metric ‘euclidean’ at $k = 15$.

As you can see from Fig. 35–37, the application of ‘kd_tree’ with the ‘euclidean’ metric as well as with ‘manhattan’ did not live up to expectations, since the results coincide with the use of the $k$-NN model without parameters at $k = 15$.

As you can see from Fig. 35–37, the application of ‘kd_tree’ with the ‘euclidean’ metric as well as with ‘manhattan’ did not live up to expectations, since the results coincide with the use of the $k$-NN model without parameters at $k = 15$.

Therefore, for the classification of text documents, it is important to choose the optimal value of the parameter $k$, which provides the highest accuracy of classification. In this case, the use of $k = 15$ led to the maximum accuracy of classification of text documents, while at $k = 1$ the worst results are achieved, where the accuracy is – 0.7980 (79.80%).

In the second experiment, the use of clustering showed very good results for the classification of text documents. Maximum accuracy was achieved at $k = 20$ and is equal to 0.8457 (84.57%). Comparing the results when using the clusterless model $k$-NN in Fig. 4.13 and clustered in Fig. 4.22. With a value of $k = 20$, you can see how the accuracy and efficiency of classifying text documents have changed by better-determining similarities between documents and assigning them to appropriate categories.

The use of clustering changes the neighborhood of objects in space, that is, objects belonging to the same cluster become adjacent to each other. This allows the model to better distinguish objects from different categories.

5 RESULTS

In the previous section, the $k$-NN method for classifying text documents was implemented. Experiments have been conducted with various methods affecting the efficiency of $k$-NN, such as algorithm selection and metrics. Based on this, you can summarize the results.

In the first experiment, the results showed that the selected number of neighbors (parameter $k$) has a significant impact on the accuracy of classification. The best value of $k$ is 15 and it achieves the maximum accuracy of classification of text documents, namely – 0.8387, which is equal to 83.87%. This means that increasing the number of neighbors does not significantly affect the results and does not bring additional improvements. This can be explained by the fact that too small $k$ values can lose information, and too large $k$ values can lead to overtraining of the model.

In the second experiment, the use of clustering showed very good results for the classification of text documents. Maximum accuracy was achieved at $k = 20$ and is equal to 0.8457 (84.57%). Comparing the results when using the clusterless model $k$-NN in Fig. 4.13 and clustered in Fig. 4.22. With a value of $k = 20$, you can see how the accuracy and efficiency of classifying text documents have changed by better-determining similarities between documents and assigning them to appropriate categories.

The use of clustering changes the neighborhood of objects in space, that is, objects belonging to the same cluster become adjacent to each other. This allows the model to better distinguish objects from different categories.

© Boyko N. I., Mykhaylyshyn V. Yu., 2023
DOI 10.15588/1607-3274-2023-3-9
since internal similarities in clusters can be more pronounced than general similarities between all objects. Accordingly, the effectiveness and importance of this can be seen by comparing the results of models with and without clustering.

In the third experiment, which investigated the influence of hyperparameters on the k-NN algorithm, it was found that the choice of different algorithms and metrics can have a significant impact on the accuracy and efficiency of the model. This is achieved because different algorithms and metrics use different approaches to calculating distances between objects and determining their neighborhood. The choice of an algorithm, such as the Ball tree or kd-tree, affects the structure of the tree used to organize the data. In our case, the Ball tree works better, because when applied with Manhattan and Euclidean distance metrics, the maximum accuracy that has been achieved is 0.8457 (84.57%), which is on par with maximum accuracy when using clustering. Therefore, we can conclude that for datasets with a large number of features, the Ball tree works better. At this time, the kd-tree may be more efficient for datasets with fewer features, so in our case it was not very efficient and was able to achieve – 0.8387 (83.87%), which is not a bad result, but not very good either.

6 DISCUSSION

In our case, when using two different algorithms to find neighbors k-NN, metrics such as Manhattan and Euclidean distance were used. However, as can be seen from the experiments, there was no difference between them. This is because both metrics measure the distance between two points with the same precision, or the points may be in space where both metrics are equivalent, resulting in the fact that they give the same results.

So, summing up, in this case, the use of the k-NN method for the classification of text documents showed good results. k-NN takes into account the context of text documents using immediate neighbors and does not require complex data assumptions. These advantages make the k-NN method an attractive option for classifying text documents. However, to maximize classification accuracy, certain improvements need to be applied, such as choosing the optimal value of the k parameter, applying clustering, and using appropriate algorithms and metrics to improve the accuracy and efficiency of the model in our study. Based on experiments, the maximum results were shown by models k-NN at k = 20 with clustering and with hyperparameters, as an algorithm for finding neighbors – Ball tree at k = 15. At the same time, k-NN takes into account the context of text documents using immediate neighbors and does not require complex data assumptions. These advantages make the k-NN method an attractive option for classifying text documents.

However, to achieve maximum accuracy of classification, certain improvements must be applied. Using the optimal value of the k parameter, clustering, and selecting appropriate algorithms and metrics can significantly improve the quality and efficiency of the k-NN model.

In general, these experiments showed good results and confirmed the suitability of the k-NN nearest neighboring method for classifying text documents. In further research, it is recommended to pay attention to improving the model by optimizing parameters and using more complex algorithms to improve its efficiency.

So, summarizing all of the above, the nearest neighbors method is a very good method for classifying text documents. Given that the algorithm does not take much time, is flexible and is quite accurate, this makes it one of the best options for the classification task.

CONCLUSIONS

In this study, analysis and experiments were conducted using the k-NN nearest neighbor method to classify text documents. The results showed that the use of the k-NN method proved to be effective and a very good option for classifying text documents. The use of nearest neighbors allows the k-NN method to take into account the context of text documents and does not require complex data guesses. This makes it a flexible and versatile approach to classification.

In the case of researching the use of the nearest neighbors method k-NN to classify text documents by their topics, the scientific novelty lies in the fact that it offers the use of a method that is quite simple and effective to solve the complex problem of classifying text documents by their topics. The study proposes the use of clustering and dimensionality reduction to improve the quality of text classification. In addition, the study compares the efficiency of different types of term oscillation and different values of k in the k-NN method for classifying text documents. Thus, the study expands our understanding of how the nearest neighbors k-NN method can be applied to classify text documents by their topics and helps to improve methods for classifying texts.

The practical significance of the obtained results lies in a general review of the method of the nearest neighbors k-NN and the creation of a software solution for classifying text documents by their topics using this method. After all, the developed system can automatically classify text documents by their topics. It reduces classification errors, thereby improving the accuracy of the system. The study proposes developed software that implements the proposed indicators, and also experiments were conducted to study their properties. The results of the experiment allow for recommending the proposed indicators for use in practice, as well as determining the effective conditions for applying the proposed indicators.

Prospects for further research are to study the proposed algorithms for a wide class of practical problems.
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АНОТАЦІЯ

Актуальність. Оптимізація методу найближчих сусідів k-NN для класифікації текстових документів за їх темою, а також розв’язок задачі на основі методу експериментального шляхом.

Мета роботи. вивчення методу найближчих сусідів k-NN для класифікації текстових документів за їх темою. Завдання дослідження є на основі набору даних провести класифікацію текстових документів за їх темою за оптимальний час та з високою точністю.

Метод. Метод k-найближчих сусідів — це метричний алгоритм для автоматичної класифікації об’єктів або ретроспев. Алгоритм k-NN агрегує всi навiнi данi та класифікує нову точку на основi вiдстанi мiж новою точкою та всiма тачками в нав-
ЧАСТОМУ НАБОРУ. ДЛЯ ЦЬОГО ВИКОРИСТОВУЄТЬСЯ ПЕВНА МЕТРИКА ВІДІАСТІН, ТАКА ЯКА ЕВКЛІДОВА ВІДІАСТІН. У ПРОЦЕСІ НАВЧАННЯ K-NN ЗБЕРІГАЄ ВСІ ДАНІ З НАВЧАЛЬНОГО НАБОРУ, ТОМУ ВІН ВІДНОСИТЬСЯ ДО «ЛІДАРНИХ» АЛГОРИТМІВ, ОСКІЛЬКІ НАВЧАННЯ ВІДБУВАЄСЬ В МОМЕНТ КЛАСифіКАЦІЇ. АЛГОРИТМ НЕ РОБИТЬ НІЯКИХ ПРИПУСЬЧЕНЬ ПРО РОЗРОДОДАННЯ ДАННИХ ТА ВІН Є НЕПАРАМЕТРИЧНИМ. ЗАВДАННЯ АЛГОРИТМУ K-NN ПОЛЯГАЄ В ТОМУ, ЩО ПРИОРИТИЗУЄ ТЕКСТОВУ ДОКУМЕНТУ Х ПЕВНУ КАТЕГОРІЮ НА ОСНОВІ КАТЕГОРІЙ K НАЙБЛИЖИХ СУСІДІВ З НАВЧАЛЬНОГО НАБОРУ ДАННИХ. СХОДЖІСТЬ МІЖ ТЕКСТОВИМ ДОКУМЕНТОМ Х ТА КОЖНИМ З НАЙБЛИЖИХ СУСІДІВ ОЦІНЮЄТЬСЯ БАЛОМ КЛАСИФІКАЦІЇ, ДО ІЯКОЇ НАЛЕЖИТЬ СУСІД. ЯКЩО ДЕСЯТКА З НАЙБЛИЖИХ СУСІДІВ НАЛЕЖАТЬ до ОДНІЇ КАТЕГОРІЇ, ТО ВІД СКОХОТ ТІЩЕї КАТЕГОРІЇ ДОКУМЕНТУ Х ОБЧИСЛЮЄТЬСЯ ЯК СУМА БАЛІВ КАТЕГОРІЇ ДЛЯ КОЖНОГО З ЇХ НАЙБЛИЖИХ СУСІДІВ. ПІСЛЯ ЦЬОГО, КАТЕГОРІЇ РАНЖИРУЮТЬСЯ ЗА БАЛАМИ, і ТЕКСТОВИЙ ДОКУМЕНТ ПРИЙНА НАДІЙОЗАСОВУЄ КАТЕГОРІЮ З НАЙБІЛЬШИМ БАЛОМ.

РЕЗУЛЬТАТИ. УСПІШНО РЕАЛІЗОВАНО МЕТОД K-NN ДЛЯ КЛАСифіКАЦІЇ ТЕКСТОВИХ ДОКУМЕНТІВ. БУЛО ПРОВЕДЕНО ЕКСПЕРИМЕНТИ З РІЗНИМИ МЕТОДАМИ, ЩО ВПЛИВАЮТЬ НА ЕФЕКТИВНІСТЬ K-NN, ТАКИМ ЯК ВИБІР АЛГОРИТМУ ТА МЕТРИКИ. РЕЗУЛЬТАТИ ЕКСПЕРИМЕНТІВ ПОКАЗАЛИ, ЩО ВИКОРИСТОВАННЯ ПЕВНИХ МЕТОДІВ МОЖЕ ПОКРАЩИТИ ТОЧНІСТЬ КЛАСифіКАЦІЇ ТА ЕФЕКТИВНІСТЬ МОДЕЛІ.

Висновки. Відображання результатів на різних метриках та алгоритмах показало, що вибір конкретного алгоритму та метрики може мати значний вплив на точність передбачень. Заставлюючи алгоритму ball tree, а також використання різних метрик, таких як манхетівська або евклідова відістань, може призвести до покращення результатів. Використання кластеризації перед заставлюванням K-NN показало позитивний вплив на результати та дозволяє краще інтегрувати дані і зменшувати вплив шуму або неправильно класифікованих точок, що призводить до покращення точності та розподілу класів.

КЛЮЧОВІ СЛОВА: метод, кластеризація, текстовий документ, тема, алгоритм ball tree, метрика.