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ABSTRACT

Context. The problem of evaluating the effectiveness of the automated design of a microprogram finite state machine with the
operational transformation of state codes using Xilinx Vivado CAD is considered. The object of the research was graph-schemes of
control algorithms implemented by finite state machine and able to prove the effectiveness of the principle of operational transforma-
tion of state codes in comparison with standard synthesis methods built into the CAD, in the context of hardware expenses optimiza-
tion.

Objective. Development and research of graph-schemes of control algorithms in order to substantiate the effectiveness of the ap-
plication of structure of the finite state machine with datapath of transitions in comparison with the built-in methods of synthesizing
finite state machines in Xilinx Vivado CAD in the basis of programmable logic devices.

Method. The research is based on the hypothetical assumption that the Xilinx Vivado CAD has built-in methods of automated
design of the circuit of a finite state machine, the effectiveness of which, according to the criterion of hardware expenses, exceeds
other known methods of optimizing hardware expenses in the finite state machine circuit. In order to refute this hypothesis, it is pro-
posed to prove that in some cases known methods of hardware expenses optimization in the finite state machine circuit are more
effective in comparison with the methods built into CAD. In this work, as a well-known optimization method, the method of opera-
tional transformation of state codes, which corresponds to the structure of a finite state machine with datapath of transitions, is cho-
sen. The effectiveness of this method is demonstrated on the example of several test graph-schemes of algorithms, the structure of
which is abstract and artificially adapted to the chosen optimization method. The adaptation of the selected graph-schemes of the
algorithms consists in the fact that a relatively small number of transition operations is required for their implementation with the
help of a finite state machine with datapath of transitions. This contributes to the simplification of the circuit of the finite state ma-
chine and the reduction of hardware costs for its implementation. At the same time, the test graph-schemes of the algorithms have the
possibility of scaling, which allows to automate the construction of VHDL models of the corresponding finite state machines for
graph-schemes of different sizes and to evaluate the optimization of hardware expenses for finite state machines of different com-
plexity.

Results. Using the example of several graph-schemes of algorithms, it is demonstrated that in some cases none of the finite state
machine synthesis methods built into the Xilinx Vivado CAD is able to surpass the method of operational transformation of state
codes according to the criterion of hardware expenses for the implementation of a finite state machine circuit. At the same time, a
several-fold gain in hardware expenses can be achieved, which indicates the expediency of using this method under certain condi-
tions. The formal definition of such conditions for the considered and other known optimization methods is a separate unsolved sci-
entific problem.

Conclusions. The conducted experiments confirmed that in some cases, the known methods of synthesis of finite state machines
allow to obtain circuits with lower hardware expenses than when using the methods of synthesis of finite state machines contained in
Xilinx Vivado CAD. This testifies to the general expediency of using existing and developing new methods of hardware expenses
optimization in the circuit of the finite state machines and the current relevance of the theory of the synthesis of digital automata as a
scientific direction.

KEYWORDS: graph-scheme of algorithm, finite state machine, datapath of transitions, hardware expenses, Xilinx Vivado
CAD.

ABBREVIATIONS CPLD is a complex programmable logic device;
FSM is a finite state machine; LUT is a look-up table;
DT is a datapath of transitions; XST is a Xilinx Synthesis Tool.
GSA is a graph-scheme of algorithm;
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NOMENCLATURE
M is a number of FSM states;
A is a set of FSM states {aj, ..., au};
L is a number of logic conditions;
Xis a set of logic conditions {X, ...
N is a number of microoperations;
Y is a set of microoperations {yi, ..., Yn};
R is a digit capacity of state code;
T is a transition function of the FSM;

HPT is a number of hardware expenses in the circuit
of FSM with DT;

H”ST is a number of hardware expenses in the circuit
of FSM, synthesized by XST;

E — the efficiency of the structure of the finite state
machine according to the criterion of hardware expenses
used for the implementation of its logic circuit.

s XL},

INTRODUCTION

Modern human activity is closely related to the use of
digital systems [1]. One of the main components of the
digital system is the control unit [2, 3]. There are various
ways of implementing control units, among which the
finite state machine (FSM) model stands out [4, 5]. This
model implements a given control algorithm in the form
of a hardware circuit and is characterized by the maxi-
mum hardware expenses among other models of control
units. At the same time, the model ensures the maximum
speed of execution of the control algorithm due to the
possibility of performing multidirectional microprogram
transitions in one cycle of the device. The structure of the
FSM can correspond to the Mealy machine model or the
Moore machine model [2-5].

Large hardware expenses for the implementation of
the FSM logic circuit have an impact on such characteris-
tics of the finite state machine as power consumption,
dimensions, cost, reliability, etc. [6]. Optimizing the char-
acteristics of FSM circuit, in particular hardware ex-
penses, is an important scientific and practical problem,
the solution of which is devoted to many scientific works
all over the world [1-7]. The structure of the finite state
machine with datapath of transitions (FSM with DT),
which is considered in this paper, is specifically aimed at
minimizing hardware expenses by means of operational
transformation of state codes [8].

In practice, the synthesis of FSM circuits is carried out
with the help of specialized CAD, oriented to the use of
the elemental basis of certain FPGA manufacturers. One
of the leading manufacturers of FPGA-type chips is Xil-
inx, which is also the developer of Xilinx Vivado CAD. A
component of this CAD is the Xilinx Synthesis Tool
(XST), which implements, in particular, a number of
methods for the synthesis of finite state machines [9]. At
the same time, the question of how much these methods
contribute to the optimization of hardware expenses in
comparison with other known methods remains unex-
plored. This work solves the scientific and practical prob-
lem of comparing the efficiency of FSM synthesis meth-
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ods built into the Xilinx Vivado CAD with the method of
operational transformation of state codes. The solution to
this problem is carried out by using graph-schemes of
algorithms (GSA), adapted specifically for the structure of
FSM with DT and able to demonstrate the advantages of
this structure in comparison with the methods of synthesis
of FSM in Xilinx Vivado.

The object of study is the process of synthesizing the
logic circuit of a finite state machine in Xilinx Vivado
CAD according to the VHDL model that corresponds to
the given GSA.

This process can be carried out in automatic mode us-
ing the XST tool built into CAD according to the VHDL
model recommended by Xilinx [9]. In the case of FSM
with DT, a separate VHDL model must be developed, in
the synthesis of which the capabilities of the XST tool are
not used.

The subject of study is graph-schemes of control al-
gorithms, which allow to prove the principle possibility of
building a circuit with lower hardware expenes in the case
of FSM with DT in comparison with circuits synthesized
by Xilinx Vivado CAD in automatic mode.

The purpose of the work is the development and re-
search of graph-schemes of control algorithms in order to
substantiate the effectiveness of the application of the
structure of FSM with DT in comparison with the built-in
methods of synthesizing FSMs in Xilinx Vivado CAD in
the basis of programmable logic devices.

1 PROBLEM STATEMENT

Let us assume that the finite state machine is given by
the graph-scheme of the algorithm G and is characterized
by the sets of states A={ay, ..., am}, input signals X={x,,
..., X} and microoperations Y={y;, ..., yn}. The synthesis
of the FSM logic circuit involves the implementation of
the transition function T=T(X, T) and the output function
Y=Y(X, T) in the FPGA element base using Xilinx Vivado
CAD. As a result of the synthesis of FSM according GSA
G using the built-in XST tool, the circuit of the FSM is
numerically characterized by hardware expenses H**?. As
a result of the synthesis of FSM with DT in Xilinx Vivado
without the use of XST, the circuit is characterized by
hardware expenses H°'.

The work solves the problem of finding several exam-
ples of graph-schemes of algorithms for which

HCAD 5 4 DT M

which will prove the expediency of using (under certain
conditions) the method of operational transformation of
state codes instead of FSM synthesis methods built into
Xilinx Vivado CAD.

2 REVIEW OF THE LITERATURE
Today, a wide range of methods for optimizing hard-
ware expenses in the circuit of a finite state machine is
known. These include, for example, the so-called methods
of structural decomposition [7]. The essence of the meth-
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ods lies in the multiple transformation of logic signals,
which leads to corresponding changes in the structural
scheme of the FSM.

In this article, the method of operational transforma-
tion of state codes is considered as a method of optimiz-
ing hardware expenses [8]. According to it, the transfor-
mation of state codes into FSM is not created using a sys-
tem of canonical Boolean equations, but using a set of
arithmetic and logical operations. Circuits that implement
these operations are combined into the so-called datapath
of transitions (DT). As a result, a structure of FSM with
DT is formed, the synthesis of which is discussed, in par-
ticular, in [10].

The paper [11] substantiates the effectiveness of FSM
with DT in comparison with the canonical structure of
FSM based on the criterion of hardware expenses. How-
ever, today the canonical structure of FSM plays a more
theoretical role, while the practical implementation of
FSM circuits is carried out with the help of appropriate
CAD, for example, Xilinx Vivado CAD. This is primarily
due to the use of an elemental basis supported by CAD
(as a rule, an FPGA basis).

Since FSM is often used as part of designed digital
systems, support for its synthesis is implemented at the
Xilinx Vivado CAD as part of the XST tool [9]. This tool
supports several FSM synthesis methods aimed at opti-
mizing various characteristics of the device circuit when
implemented in the FPGA basis. Modeling the process of
synthesizing the FSM circuit allows you to obtain the
numerical values of the hardware expenses in the circuit
of the device, expressed in the number of used LUT-
elements.

During research conducted by the authors, the follow-
ing hypothetical assumption was put forward. The use of
FSM synthesis methods built into the Xilinx Vivado CAD
will always allow you to obtain a machine circuit with
lower hardware expenses than using other methods of
optimizing the device circuit, which are not part of this
CAD. This assumption is based on the fact that the Xilinx
Vivado product has long been known in the world and
contains developed technologies for the synthesis of spe-
cialized digital devices. In addition, CAD is focused on
the use of its own elemental basis, which allows it to use
the technological features of microchips to optimize cir-
cuits. The question of comparing the effectiveness of the
synthesis of finite state machine by different methods in
CAD Xilinx Vivado is not sufficiently considered today
and does not allow to confirm or refute the hypothesis.
This article is devoted to the solution of this issue on the
example of a finite state machine with datapath of transi-
tions.

3 MATERIALS AND METHODS
The XST synthesis tool, built into the Xilinx Vivado
CAD, is able, under certain conditions, to find in the
VHDL description of the device fragments of code that
correspond to the description of the finite state machine
(by state machine we mean a machine with undefined

state codes). This process is called FSM extraction. For
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the found state machine, the XST tool performs the fol-
lowing actions:

— coding of states according to the chosen method;

— synthesis of the register circuit in accordance with
the chosen method of states encoding;

— synthesis and optimization of the circuit for transi-
tion and output functions.

To ensure the possibility of automatic extraction of the
FSM in its VHDL description, the following provisions
should be observed:

1. The FSM states are specified in the form of a set of
letters combined in an element of the Enumeration Type.

2. The memory register must be synchronous and have
the possibility of being resetted to the initial state by a
reset signal.

3. The implementation of the transition and output
functions system is implemented using the case operator.

These requirements make it possible to specify an fi-
nite state machine in the VHDL language using one, two
or three processes [9, 12—14]. Regardless of how many
processes describe the FSM, the XST tool is capable of
extracting the finite state machine from the VHDL code
and coding the states according to the chosen coding
method. For this purpose, the "fsm_extraction" parameter
is provided in the synthesis process setting section, which
can take on the following values [9]:

1. “One-hot”. A separate trigger is used to encode
each state. The number of triggers is equal to the number
of FSM states. At each point in time, only one trigger can
have a ones value. To form the value of each trigger, a
logical equation is used, in which the number of terms is
equal to the number of transitions to the corresponding
state.

2. “Sequential”. The XST tool finds in the FSM long
sequences of states consisting of unconditional transi-
tions, and encodes the states within them with consecutive
binary codes of minimum sufficient digit capacity. As a
result, the input signals of the FSM are not fed to the ad-
dress inputs of the LUT elements, but only the code of the
current state is fed, which usually has a small digit capac-
ity compared to the number of input signals. Sequential
encoding of states ensures more optimal filling of the
static memory cells of LUT elements and reduces the
number of unused cells.

3. “Johnson”. Coding of states is performed using the
Johnson code. Each value of this code contains only one
continuous sequence of ones, and any two adjacent values
in the ordered sequence of values differ by only one digit.
The Johnson code is a cyclic code with redundancy and
allows you to reduce the number of electrical disturbances
caused by the simultaneous switching of several bits of
the register circuit.

4. “Gray”. Coding of states is performed using the
Gray code, in which two adjacent values in an ordered
sequence of values differ by the value of one binary bit,
and the number of bits matches the number of bits in the
case of sequential coding. It is advisable to use the Gray
code for encoding chains of states, since each micropro-
gram transition in such chain will be accompanied by a
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change of only one digit in the memory register of the
FSM.

5. “Auto”. The XST tool chooses one of the coding
methods described above at its discretion based on the
results of the analysis of the VHDL model of the FSM.
The choice of the coding method also depends on other
XST settings (for example, on the leading optimization
strategy — hardware expenses or speed), but the general-
ized approach is as follows: if the FSM contains a small
number of states, “One-hot” coding is used; with an aver-
age number of states, the Johnson code is used; with a
large number of states, the Gray code is used.

6. “None”. The method of encoding states is not regu-
lated. If in the five modes considered above, the coding of
states is noted in the protocol of the synthesis process,
then in this case, information about the coding of states is
not provided. It is usually assumed that state codes corre-
spond to the sequential number of state identifiers when
they are listed in the VHDL description, starting from
zero, but the XST tool does not officially define this and
reserves the right to code states at its own discretion. This
feature does not interfere with the synthesis of the correct
FSM circuit, but it does not allow the application of addi-
tional optimization methods based on the known values of
state codes.

The considered values of the “-fsm_extraction” pa-
rameter (except for the “Auto” and “None” parameters)
correspond to different methods of FSM circuit synthesis
built into Xilinx Vivado CAD. We will conduct a study of
the effectiveness of the automatic FSM synthesis accord-
ing to built methods in comparison with the synthesis of
FSM with DT according to the criterion of hardware ex-
penses. Efficiency will be determined by the following
expression:

coT _ | CAD o
T QDT

where HAP is the minimum possible hardware ex-

penses for the implementation of the FSM circuit when

using built-in CAD methods; H DT _ hardware expenes
for the implementation of the FSM circuit with datapath
of transitions. The unit of measurement of these parame-
ters will be the number of used LUT elements of the se-

lected FPGA chip. The value E DT > 1 will mean that the
circuit of the FSM with DT has lower hardware expenes
compared to the FSM circuit synthesized by Xilinx

Vivado built-in methods. Achieving the values EPT >1

will prove that, under certain conditions, the use of third-
party methods for optimizing hardware expenses is more
appropriate than the methods built into CAD.

In the context of the considered problem, the authors
investigated five test GSAs G,—Gs, which have the fol-
lowing common properties:

1. GSA reproduces only the transition function of the
FSM and does not contain information about the output
function (all operator nodes are empty). This makes it
possible to determine the hardware expenses for the im-
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plementation of the transition function, although it cannot
be considered an indicator of the efficiency of the FSM as
a whole.

2. GSA has a regular structure, that is, it is a sequence
of identical fragments. This approach, firstly, simplifies
the scaling of the GSA by increasing the number of frag-
ments, and secondly, allows you to automate the process
of generating the VHDL code to describe the FSM.

Let’s consider GSAs investigated in this work.

GSA G,

The GSA does not contain conditional nodes, has a
completely linear structure and is marked by M states of
the Moore machine (Fig. 1).

START a

a;
L
/T/
am-1
END a

Figure 1 — GSA G,

To implement sequential transitions in the correspond-
ing FSM with DT, natural coding of states can be used, in
which the binary code of the state coincides with its index
in Fig. 1, and the state codes are transformed using a
counter [3, 7].

GSA G,

GSA corresponds to a Moore machine and has the fol-
lowing structure (Fig. 2):

START a

|

am-3

i

0 1 Qo
0
a; Ay
1 a ama
0
2h) 1 ady
A 0
am-1
END a

Figure 2 — GSA G,
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— each operator node is followed by a conditional
node;

— the same logical condition X; is checked in all condi-
tional nodes;

—when X; =0 the transition leads to the next FSM

state, when X; =1 the transition leads ten states forward,
— for the last ten states, under the condition X; =1 the
transition leads to the state a.

In this case, the natural sequence of state coding is
obvious, which makes it possible to implement the opera-
tional transformation of state codes based on the counter.

GSA G;

The structure of the GSA is similar to the G, GSA, but
the number of the state to which the transition is made
under the condition X; =1, is generated in a pseudo-

random way within the limits of [0; M —1]. The general

appearance of the GSA G;, marked by the states of the
Moore machine, is shown in Fig. 3.

.
~_x _>l»a A
0
a, 1 ay
0
1 8 am-2
0
a 1 a
L 0
’T/ am-1
END a

Figure 3 —I'CA G;

In Fig. 3 states aj, @, a, & mean some different states
within the GSA. As in GSA G,, states are coded in a natu-
ral order. Implementation of pseudo-random transitions is
carried out with the help of a shift register with feedback
based on the XOR operation. Such a register allows you

to generate a sequence of (ZR —1) unique bit vectors that

can be used to encode the states of the FSM. For this, the
feedback must be organized according to a special primi-
tive polynomial of length R, where R is the bit capacity of
the state code of the FSM.

GSA G,

GSA is similar in structure to G,, but in each condi-
tional node a different logical condition is checked, from
X; to Xpm_;. The general appearance of the GSA G,

marked by the states of the Moore machine, is shown in
Fig. 4.
GSA Gs
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GSA is similar in structure to Gs, but in each condi-
tional node a different logical condition is checked, from
X; to Xpm_i. The general appearance of the GSA Gs,

marked by the states of the Moore machine, is shown in
Fig. 5.

For each of the considered GSAs two VHDL models
were built. The first model describes an FSM in the form
of two processes and is intended for automated synthesis
by Vivado XST. The second model represents the RTL
description of the FSM with DT and is designed for cir-
cuit synthesis in Xilinx Vivado without using the “FSM
Extraction” option.

|

am-3

0
a; 1 do
0 0

[
—
jo}]
S

/T/ am-
END ao
Figure 4 — GSA G4
START
ai am-3

a <:::?::>4> a
0
! 8 am-2
0
a <:::t::>4> a
L 0
/T/ am-1
END a

Figure 5 — GSA Gs

As an example, consider VHDL-models correspond-
ing to GSA G,. In Fig. 6 shows an example of the synthe-
sized part of the FSM VHDL model intended for synthe-
sis using XST. This model describes a machine with only
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five states, but can easily be scaled to a machine with an
arbitrary number of states. The model corresponds to the
structure of the canonical FSM [2, 3, 9], but does not con-
tain a part corresponding to the output function of the
FSM. This is due to the fact that in the FSM with DT, the
optimization of hardware expenses is carried out only in
the transitions formation circuit, while the circuit of form-
ing microoperations remains the same as in the canonical
FSM. In order to emphasize the saving of hardware ex-
penses precisely in the transition formation circuit, the
used VHDL-models (as well as GSA) do not contain parts
that correspond to the FSM output function).

end case;
end process;

0 <= state;
end FSM_A;

package types is
type state_type is (a0, al, a2, a3, a4);
end package types;

library IEEE;

use IEEE.STD_LOGIC_1164.ALL;
use ieee.numeric_std.all;
use work.types.all;

entity FSM is -- Canonical FSM

port (x1: in std_logic;
C: in std_logic; -- Clock
Reset: in std_logic; -- Reset

0: out state_type); -- Current state

end FSM;

architecture FSM_A of FSM is
signal state, next_state: state_type;
begin

process(C)
begin
if rising_edge(C) then
if Reset = "1" then
state <= a0;
else
state <= next_state;
end if;
end if;
end process;

-- Memory Register

process (state, x1) -- Trans. circuit
begin
case state is
when a0 => if x1 = "0" then
next_state <= al;
else
next_state <= a2;
end if;
when al => if x1 = "0" then
next_state <= a2;
else
next_state <= a3;
end if;
when a2 => if x1 = "0" then
next_state <= a3;
else
next_state <= a4;
end if;
when a3 => if x1 = "0" then
next_state <= a4;
else
next_state <= al;
end if;
when a4 => next_state <= a0;

Figure 6 — Synthesizable part of the VHDL model
of canonical FSM for GSA G,

We emphasize that in the model in Fig. 6 FSM states
are declared by enumerating the literals “a0”, “al”, etc.
Specific state codes are not defined in this model. It is this
approach that makes it possible to use the automatic ex-
traction of the finite state machine by XST tool.

In Fig. 7 shows the VHDL model of the FSM with DT
corresponding to GSA G, for the case of M=100 states.

Ha puc. 7 naBenena VHDL-moznens MITA 3 OAII, mo
Bimnosinae ['CA G, s Bunanky M=100 craHis.
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library I1EEE;
use IEEE.STD_LOGIC_1164.ALL;
use ieee.numeric_std.all;

entity FSM is
-- Bit capacity of state code:
generic (R: integer := 7);

port (C: in std_logic;
Reset: in std_logic;
D: out unsigned (R-1 downto 0));
end entity FSM;

architecture OAP_A of OAP is

signal state,

next_state: unsigned (R-1 downto 0);
begin

process (C)
begin
if rising_edge(C) then
if Reset = "1" then
state <= "0000000";
else
state <= next_state;
end if;
end if;
end process;

-- Memory Register

process (state, xl1l)--Datapath of transitions
begin
-- If state is in range from a0 to A(M-10)
if state < "1011010" then
if x1 = "0" then -- If x1=0
next_state <= state + 1; -- +1
else -- If x1=1
-- Transition to next state:
next_state <= state + 10;
end if;
-- If it is state a(M-1)
elsif state = "1100011" then
next_state <= "0000000";-- To state a0

-- If it is one of other ten states
else
if x1 = "0" then —- If x1=0
-- Transition to next state:
next_state <= state + 1;
else - If x1=1
-- Transition to initial state a0

end if;

next_state <= "0000000";
==

end if;
OPEN aacczss
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end process;

D <= state;
end architecture OAP_A;

Figure 7 — Synthesizable part of the VHDL model
of FSM with DT for GSA G,

It should be noted that for the model in Fig. 6, the
VHDL code length will increase along with the increase
in the number of states of the machine. This is primarily
due to an increase in the number of branches of the “case”
operator. Instead, in the case of the equivalent FSM with
DT (Fig. 7), a change in the number of states will only
lead to a change in the bit rate and values of the constants
in the model code. However, at the same time, this VHDL
model maintains a “hard” binding to the GSA G, struc-
ture, which corresponds to the concept of FSM as a ma-
chine with “hardware” logic.

4 EXPERIMENTS

On the basis of the developed test GSAs, studies of
the effectiveness of FSM with DT in comparison with the
methods of synthesis of finite state machines built into the
Xilinx Vivado CAD were carried out. The criterion of
efficiency is the value of hardware expenses in the circuit
of the FSM when it is implemented in the FPGA basis.
The essence of the experiments was as follows:

1. VHDL models of canonical FSM and FSM with DT
containing 100, 200, 500, 1000, 2000 states were built for
each of GSA G,-Gs.

2. For each model of the canonical FSM, the synthesis
of the circuit was performed in the mode of automatic
extraction of the finite state machine. The synthesis is
performed for each of the following values of the “fsm-
extraction” parameter: “one-hot”, “sequential”, “john-
son™", “gray”, “auto”. According to the results of each
synthesis, the numerical value of hardware expenses

HCAP was obtained, expressed in the number of used

LUT-elements of the FPGA. The synthesis was carried
out for the microchip xc7s6¢cpgal96-2 of the Spartan-7
series. All Xilinx Vivado settings except the parameter
“fsm_extraction” are selected by default.

3. For each GSA G,-Gs, such a value of the “fsm-
extraction” parameter is defined, at which the FSM circuit
has the lowest hardware expenses in comparison with
other values of this parameter. The values of hardware
expenses obtained in this case are considered to be the
minimum possible, which can be obtained when using
FSM synthesis methods built into CAD.

4. For each model of FSM with DT, synthesis of the
circuit was performed without using the mode of auto-
matic extraction of the finite state machine. According to
the results of each synthesis, the numerical value of the

hardware expenses H DT \as obtained, expressed in the
number of used LUT-elements of the FPGA. The synthe-
sis conditions are the same as in the synthesis of models
of canonical FSM.
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5. For each model, the efficiency was calculated ac-

cording to expression (2). As values HCAD, the mini-

mum values of hardware expenses are taken in accor-
dance with clause 3.

It should be emphasized that for all models, the oper-
ability of the logic circuit of the FSM in Xilinx Vivado
was verified using an additional VHDL model of the be-
havioral type. The function of this model was the genera-
tion of input signals, reset and synchronization signals.

5 RESULTS

The results of experimental studies are given in ta-
bles —5. The row of the table containing the minimum
values according to clause 3 is marked with a gray back-
ground. The symbol “~” in the cells of the tables means
that the numerical values of the hardware expenses for the
corresponding parameters were not obtained due to the
extremely high complexity of the resulting circuit.

Table 1 — Results of GSA G, studies

M 100 | 200 | 500 [ 1000 | 2000
one-hot 60 | 116 | 292 | 570 | 1181
CAD sequential 9 15 18 23 27
H™ ™ johnson | 273 | 457 | 979 | - _
LUT oray 18 20 29 38 40
auto 60 | 116 | 292 | 570 | 1181
HOT Lur 6 8 11 12 13
E 15 | 1.88 | 1.63 | 1.92 | 2.08
Table 2 — Results of GSA G, studies
M 100 | 200 [ 500 [ 1000 | 2000
one-hot 109 | 215 | 539 | 1489 | 3091
CAD sequential 18 18 23 27 22
H™ " ™ johnson | 267 | 759 | 3047 | - B
LUT oray 26 38 56 68 66
auto 109 | 215 | 539 | 1489 | 3091
HOT Lur 13 15 19 20 21
E 138 | 1.20 | 121 | 135 | 1.05
Table 3 — Results of GSA G; studies
M 100 | 200 [ 500 [ 1000 [ 2000
one-hot 112 | 250 | 668 | 1454 | 3334
CAD sequential 44 94 239 511 1177
H™ " ™ johnson | 419 | 1642 | - _ _
LUT oray 43 92 | 239 | 510 | 1166
auto 112 | 250 | 668 | 1454 | 3334
HOT LuT 21 41 99 | 190 | 407
E 205 | 224 | 241 | 2.68 | 2.86
Table 4 — Results of GSA G, studies
M 100 | 200 [ 500 [ 1000 [ 2000
one-hot 155 | 311 | 799 | 1958 | 4051
CAD |_sequential | 130 | 269 | 656 | 1368 | 2767
H™ ", ™ johnson | 412 | 1219 | 3978 | _ -
LUT aray 127 | 254 | 631 | 1240 | 2498
auto 155 | 311 | 799 | 1958 | 4051
HOT Lut 51 72 155 318 586
E 249 | 354 | 407 | 3.90 | 4.26
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Table 5 — Results of GSA Gs studies

M 100 | 200 | 500 | 1000 | 2000

one-hot 145 | 298 | 831 | 1782 | 4050

cAD |_sequential | 166 | 357 | 1048 | 2286 | 5123
H™ . [ johnson | 589 | 1967 | _ B B

LT oray 155 | 348 | 995 | 2281 | 4922

auto 145 | 298 | 831 | 1782 | 4050

HPT Lur 58 117 225 454 931

E 250 | 254 | 3.69 | 392 | 435

The content of the last row of each table is calculated
as the result of dividing the values in the row of the table,
marked with a gray background, by the value in the row

HPT of the table. For example, in the table 1, the value

of 1.5 in the last row of the table is calculated as a fraction
of the division of 9 by 6, where 9 is the minimum possible
value of hardware expenses obtained using the XST tool,
6 is the value of hardware expenses for the implementa-
tion of circuit of the equivalent FSM with DT.

6 DISCUSSION

A finite state machine with datapath of transitions dif-
fers from a canonical finite state machine in that it uses a
set of arithmetic and logic operations to transform state
codes, which form a datapath of transitions. The complex-
ity of the DT circuit depends on the number of operations
used by datapath to transform state codes. If, for a given
GSA, the complexity of the DT turns out to be less than
the complexity of the transitions formation circuit of the
canonical FSM, the use of the structure of FSM with DT
is preferable compared to the canonical FSM.

The synthesis results shown in tables 1-5 demonstrate
a clear gain (sometimes several times) in hardware ex-
penses when implementing the FSM transition function
using the method of operational transformation of state
codes and the structure of FSM with DT. This allows us
to draw the following conclusions.

1. Finite state machine synthesis methods built into
Xilinx Vivado CAD do not always give the best result in
terms of hardware expenses in comparison with third-
party FSM optimization methods.

2. The use of finite state machine synthesis methods
built into CAD does not allow choosing specific values of
state codes. This makes it impossible to simultaneously
use other known methods of optimization of the FSM
circuit, in particular, optimization of the output function
circuit. Instead, the use of FSM with DT is based on pre-
selected values of state codes, which potentially allows
combining other optimization methods with the method of
operational transformation of state codes.

3. The theory of synthesis and optimization of circuits
of finite state machine remains relevant today, provided
that modern CAD digital systems and elemental basis are
used. A promising scientific and practical direction is the
formalization and algorithmization of well-known meth-
ods of FSM circuit optimization.

Certain limitations of the conducted research should
also be taken into account when analyzing the obtained
results.

© Barkalov A. A., Titarenko L. A., Babakov R. M., 2023
DOI 10.15588/1607-3274-2023-3-12

1. The comparative analysis of hardware expenses was
carried out only for the circuit of transition function with-
out taking into account expenses in the circuit that im-
plements the output function. If, for a given FSM, the
hardware expenses for the implementation of the output
function significantly exceed expenses for the implemen-
tation of the transition function, the effect of using an
FSM with DT instead of a canonical FSM will be much
smaller. However, from the point of view of Xilinx Viva-
do CAD, the use of FSM with DT is not the only third-
party approach to reducing hardware expenses. Therefore,
the potential possibility of surpassing the methods built
into CAD remains for other well-known synthesis and
optimization methods.

2. The structure of studied GSAs is artificially adapted
in such a way that the implementation of microprogram
transitions in the corresponding FSM with DT takes place
with the help of a smaller number of operations. This
made it possible to obtain efficiency values greater than 1.
This fact indicates the need to optimize the FSM with DT
circuit, which is possible under the condition of develop-
ment and application of special methods of synthesis of
this FSM class. At that time, the use of methods built into
CAD allows for synthesis in automatic mode, following
only the rules of building VHDL models to ensure auto-
matic extraction of the finite state machine by means of
XST.

However, these limitations do not negate (and in some
ways emphasize) the general possibility and expediency
of using known optimization methods, as opposed to the
methods built into CAD.

CONCLUSIONS

The article proposes a solution to the scientific prob-
lem of researching the effectiveness of the method of op-
erational transformation of state codes in comparison with
the methods of synthesis of finite state machines built into
Xilinx Vivado CAD, according to the criterion of hard-
ware expenses.

The scientific novelty of the work consists in the ex-
perimental confirmation of the advantage (under certain
conditions) of the use of well-known methods of synthe-
sis of finite state machines (in particular, the method of
operational transformation of state codes) compared to the
methods of synthesis of finite state machines built into
Xilinx Vivado CAD. This confirmation is provided by the
efficiency values obtained during research (Tables 1-5).
Thus, the hypothesis that finite state machine synthesis
methods built into Xilinx Vivado are always able to gen-
erate FSM circuits with lower hardware expenses com-
pared to other hardware expenses optimization methods is
disproved.

The practical use of the obtained results is possible in
the development of methods for evaluating the effective-
ness of the structure of a finite state machine with
datapath of transitions, as well as other structures and
methods aimed at optimizing the characteristics of the

circuit of a finite state machine.
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Prospects for further research consist in solving a 6. Grout L. Digital Systems Design with FPGAs and CPLDs.
range of scientific and practical problems related to the Elsevier Science, Amsterdam, The Netherlands, 2011,
development, implementation and evaluation of the effec- 784 p. . .

7. Baranov S. Logic Synthesis for Control Automata.

tiveness of structures and methods of synthesis of finite
state machines with optimized hardware expenses.
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TECTOBI I'PA®-CXEMHU AJITOPUTMIB POBOTH MIKPOITPOTPAMHUX ABTOMATIB JJI51 OHIHKHA
E®EKTUBHOCTI ABTOMATHU30BAHOI'O CUHTE3Y B CAIIP XILINX VIVADO

Bapxkanos O. O. — 1-p TexH. HayK, npodecop, npodecop [HCTUTYTY KOMIT'IOTEPHHX HAayK Ta €JICKTPOHIKH YHIBepcUTETy 3ere-
HOTYPChKOTO, M. 3eb0Ha ['ypa, [lonbima.

Tirapenko JI. O. — 1-p TexH. HayK, npodecop, mpodecop IHCTUTYTY KOMII IOTEpHHUX HAYK Ta EIEKTPOHIKH YHIBEpCHTETY 3eie-
HOTYPCBKOTO, M. 3eipoHa ['ypa, [Tonpma.

Ba6axoB P. M. — 1-p TexH. HayK, IOLEHT, JOIEHT Kadeapu iHpopMaiiHIX TeXHoJIOr1H JJOHebKOro HAIllOHAIFHOTO YHIBEpCH-
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AHOTAIIA

AKTyaJabHicTb. PO3riIsHYTO 3amady OMIHKH €QEeKTHBHOCTI aBTOMATH30BAHOTO MPOEKTYBAHHS MIKPOIPOrPAaMHOTO aBTOMATa 3
OTepaliifHIM NepeTBOpeHHsAM KoiB cTaHiB i3 BukopuctaHHsM CAIIP Xilinx Vivado. O6’exToM mocnimkeHHsT Oynu rpad-cxeMu
QITOPUTMIB KepyBaHHS, 10 IMIUIEMEHTYIOTbCS MIKPOIPOrpaMHHM aBTOMATOM Ta 3/IaTHi J0BeCTH e()eKTHBHICTH NPUHIMIY Orepa-
LiIfHOTO TIepPeTBOPEHHS KOMIB CTAHIB y MOPIBHSIHHI 31 CTaHAAPTHUMH METOJaMH cuHTe3y, BOynoBanuMu B CAIIP, B KOHTEKCTI onTH-
Mi3auii anapaTypHUX BUTpaT.

Merta. Po3po0ka i JociikeHHs rpad-cXeM alropuTMIB KepyBaHHS 3 METOI0 OOIPYHTYBaHHS €(pEKTHBHOCTI 3aCTOCYBaHHS CTPY-
KTYPHU MIKpOIIPOrpaMHOT0 aBTOMaTa 3 OlepaliiiHiM aBTOMAaTOM IepPeXO/IiB y NOPIBHSHHI i3 BOYZOBaHHMH METO/IaMU CHHTE3y aBTO-
mariB B CATIP Xilinx Vivado B 6a3uci nporpaMmyBajbHUX JOTTYHUX IPUCTPOIB.

Mertoa. B ocHOBY nociikeHHs MOKJIAACHO TinmoTeTHyHe npunymeHHs mpo te, mo CAIIP Xilinx Vivado mae BOynoBaHi MmeToaun
ABTOMATH30BaHOTO MPOCKTYBAHHS CXEMH MIKPOIPOrPaMHOIO aBTOMaTa, ¢(EKTHBHICTh SKHX 3a KPUTEpiEM amapaTypHHX BHTpAT
MepeBeplIye iHIII BiIOMHX METOOM ONTHUMI3alil anapaTypHHUX BHUTPAT B CXEMi aBTOMaTa. 3 METO CIPOCTYBAaHHS JAHOI TilOTE3H
3aIPOIIOHOBAHO JIOBECTH, 10 B OKPEMUX BHIIaJKaX BiOMi METOAM ONTHMi3allii amapaTypHHX BHUTpaT B CXeMi aBTOMaTa € Giiblr
e(eKTHBHUMH y MOPIBHSHI 3 MeTogamu, BOynoBanumu B CAIIP. B naniit po6GoTi B SIKOCTI BiJOMOTO METOAy ONTHMI3aLil oOpaHuit
METO/] OllepaniifHOro MepeTBOPEHHs KOJIB CTaHIB, L0 MOPOPKYE CTPYKTYPY MIKpPONPOrpaMHOIO aBTOMATa 3 ONepaliifHIM aBTOMa-
TOM Tepexo/iB. EQEeKTHBHICTh bOrO METOLY JOBOAUTHCS Ha MPHUKIAMl KUTBKOX TECTOBUX Tpad-CXeM arOPUTMIB, CTPYKTYpa SKHX €
a0CTPaKTHOIO 1 IITYYHO aJlalTOBaHa 10 00paHOro METOMy ONTHUMi3awil. Ananrauis oOpaHuxX rpad-cXeM alropuTMIB MOJISIrae B TOMY,
110 JUTs X peasizamii 3a JOIIOMOr0K MIKpOIIPOrpaMHOTO aBTOMATa 3 OIepallifHMM aBTOMAaTOM IepexoaiB NOTpiOHa BiJHOCHO Maia
KIUTBKICTh omepaiiii mepexoxis. Lle cripuse copomeHHI0 cXeMr aBTOMaTa i 3MEHIIICHHIO anapaTypHUX BHTpAT Ha ii pearnizamiro. Pa-
30M 3 TUM TECTOBI Tpa-CXeMH aJrOPUTMIB MAIOTh MOXKJIMBICTh MacIITa0yBaHHS, IO J03BOJISIE aBTOMATH3yBaTh modynosy VHDL-
MoJerel BIIIOBIIHOTO aBTOMaTa Ul Tpad)-CXeM Pi3HOTO pO3Mipy i OLIHUTH ONTHMI3AIi0 almapaTypHUX BUTPAT IS aBTOMATIB pi3-

HOI CKJIaIHOCTI.
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PesyansTaTn. Ha mpuxiani nexiapkox rpad-cxeM alnropUTMiB MPOIEMOHCTPOBAHO, [0 B OKPEMHX BHUIIAJKaX JKOIEH i3 METOAIB
CUHTe3y KiHIeBHX aBTOMaTiB, BOynoBanux B CAIIP Xilinx Vivado, He 31aTeH mepeBepIINTH METOH ONepaniiHOro IepeTBOPEHHS
KOJIiB CTaHiB 3a KPUTEPIEM amapaTypHUX BUTPAT Ha peaji3alilo CXeMH MiKporporpaMHoro apromara. [Ipu nboMy Moxe DocAraTuch
KiJIbKapa30BUI BUIPAIll y BUTpATax anaparypH, IO CBIIYUTh NP0 AOLIIBHICTh BUKOPHCTAHHS JJAaHOT'O METOJY 3a NEBHHX yMOB. Do-
pMasbHEe BU3HAUYCHHS TAKUX YMOB UIsl PO3IIITHYTOTO Ta iHIIMX BiOMHX METOJIB ONTUMI3aLil € OKPEMOIO HEBHPIIICHOI HAYKOBOIO
pooIEMOI0.

BucnoBku. [IpoBeeHi eKCiepuMEHTH MiATBEPAMIN, IO B OKPEMUX BHIIAIKaX BiIOMi METOAU CHHTE3Y MiKPOIPOTPAMHHX aBTO-
MarTiB JI03BOJISIIOTH OTPUMATH CXEMH aBTOMATIB i3 MCHIIMMH BUTPaTaMHU anapatypH, HiXK IPpU BUKOPUCTaHHI METO/IB CHHTE3Y aBTO-
MariB, BOynoBanux B CAIIP Xilinx Vivado. Lle cBimunTh 1po 3arajibHy NOLIIBHICTE BUKOPHCTAHHS ICHYIOUHX 1 PO3POOKH HOBHX
METOJIB ONTUMI3allii armapaTypHUX BUTPAT B CXEMi aBTOMara Ta Ipo ChOTOJICHHY aKTyaJbHICTh Teopii CHHTE3y HU(POBUX aBTOMATIB
SIK HAYKOBOT'O HAIIPSIMKY .

KJKOYOBI CJIOBA: rpad-cxema anroputmy, MikporporpaMHHii aBTOMaT, ONepaliiHuil aBTOMAT Mepexo/iB, anapaTrypHi BU-
tpatu, CAIIP Xilinx Vivado.
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