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ABSTRACT

Context. The task of automating the construction of domain dictionaries in the process of implementing software projects based
on the analysis of documents, taking into account their size and presentation form.

Objective. The goal of the work is to improve the quality of the dictionary based on the use of new technology, including special
processing of short documents.

Method. A model of a short document is proposed, which presents it in the form of three parts: header, content and final. The
header and final parts usually contain information not related to the subject area. Therefore, a method for extracting content based on
the use of many keywords has been proposed. The size of a short document (its content) does not allow determining the frequency
characteristics of words and, therefore, identifying multi-word terms, the share of which reaches 50% of all terms. To make it
possible to identify terms in short documents, a method for their clustering is proposed, based on the selection of nouns and the
calculation of their frequency characteristics. The resulting clusters are treated as ordinary documents, since their size allows for the
selection of multi-word terms. To highlight terms, it is proposed to select sequences of words containing nouns in the text. Analysis
of the frequency of repetition of such sequences allows us to identify multi-word terms. To determine the interpretation of terms, a

previously developed method of automated search for interpretations in dictionaries was used.

Results. Based on the proposed model and methods, software was created to build a domain dictionary and a number of
experiments were conducted to confirm the effectiveness of the developed solutions.

Conclusions. The experiments carried out confirmed the performance of the proposed software and allow us to recommend it for
use in practice for creating dictionaries of the subject area of various information systems. Prospects for further research may include
the construction of corporate search systems based on dictionaries of terms and document clustering.

KEYWORDS: domain dictionary, information system, term, clustering, information technology, short document.

ABBREVIATIONS
DD is domain dictionary;
IS is information system;
FCA is Formal Concept Analysis;
LDA is Latent Dirichlet Allocation;
OS is organizational system.

NOMENCLATURE

addr is a location of the document;

Cd; is a i -th cluster of the content of short documents;

d; is a document included in the cluster;

Dis is a set of short document;

ds; is a document;

Ks;, is a coefficient of proximity of the document d;
with the central document of the cluster Cd,;

kw; is a tuple of the set of keywords;

mKw is a lists (sets) of keywords;

Mz, is a set of one-word terms of the document d;;

Nc is a number of the last words of the document;

Ncd is a number of words in the document;

Ncorp is a number of documents in the corpus;

Nh is a number of the first words of the document;

nm;1s a number of different terms in the document;

nmgy is a number of occurrences of the term ¢, in the
document d;;

ns is a quantity of documents;

nw; is a size of the document in words;
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Nww is a number of “erroneous” words;

Qs is a quality of selection;

Osa is a quality of separating the content for the
corpus of documents;

rl is an index of the first word of the content of the
document;

72 is an index of the last word of the content of the
document;

Tc; is a concatenation of the texts of the documents
included in it;

text; is a text of the document;

1, is a term represented by a noun.

INTRODUCTION

The DD is one of the first artifacts that is created in
the process of designing an IS. DD allows the Developer
and the Customer to determine a common language of
communication [1]. With its help, requirements for IS are
formulated, user interfaces are created, instructions are
written [2]. Such dictionary is recommended to be used in
various subject areas [3]. The creation of DD primarily
involves the definition of terms. The simplest way to
highlight terms is to study the texts of documents [4] that
represent the subject area of IS. Manual text analysis is a
very time-consuming process that requires special
knowledge in the field of linguistics. Therefore, in recent
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years, more and more attention has been paid to the

automated selection of terms and their interpretation [5].
The condition for a reasonable selection of a term is

its repeated occurrence in the text of the analyzed

stable phrases. The smaller the document size, the lower
the probability of correct selection of terms in it.

Fig. 1 shows the existing technology for building DD,
which does not provide for special processing of short

document. Only in this case it is possible to distinguish  documents.
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Figure 1 — The existing technology for creating DD

A feature of the corpus of documents used to build
DD is many short documents (letters, orders, instructions,
etc.) related to different topics, in the structure of which a
significant proportion is occupied by the heading and
closing parts with terms that do not correspond to the
topic of the document. The concept of a short document
does not have a clear quantitative definition in terms of
isolating terms from its text. Short documents often
contain formal header and tail sections that need to be
excluded from analysis. To build DD, it is necessary to
develop a separate methodology for processing short
documents.

1 PROBLEM STATEMENT

Suppose that there are many documents used to
develop an automated information system —

D = Do U Ds, where Do — is a regular document, and
Ds — is a short. Since it is impossible to correctly extract a
term from a short document, it is necessary to perform a
number of transformations on the set Ds:

Ds = Ds’, where Ds’ — the set of short documents
without header and tail parts;

Ds’ = CDs, where CDs — the set clusters of short
documents.

A sufficiently large cluster text can be considered as a
regular document. Then D”= Do U CDs — a virtual set of
documents from which one can get a set of terms — Term,
that define subject area: D’'= Term.

2 LITERATURE REVIEW

In [6], the problem of the low frequency of keywords
in short documents was noted. An algorithm is proposed
that uses the domain ontology to calculate the semantic
distance between short documents. The question of
ontology formation remained open. In articles [7,8] was
proposed a method that uses thematic models that make
short text less sparse and more thematically oriented for
classification. These methods are difficult to apply to DD,
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which is created at the first stage of IS design. The task of
analyzing short texts is relevant for Web applications such
as social networks, forums, and blogs. To solve the
problem, an extension of terms, also known as an
extension of documents, was proposed [9], based on the
classification of texts and their semantic analysis. The
paper does not specify the way of obtaining the initial
information, but the proposals deserve attention. In [10] a
system that can perform automatic summation of several
documents using semantic text analysis, clustering, based
on the representation of a document as a set of triplets
(subject, verb, object) is proposed. The disadvantage of
this solution is the rather complicated text analysis and
system configuration for a specific user. In [11], dynamic
clustering is proposed, which allows you to track the
time-varying distribution of topics across documents and
words across topics. From the point of view of the
formation of DD, the method is difficult to apply due to
insufficient time and the number of texts for training. In
article [12] is used the concept of weighted similarity
scores of terms in Formal Concept Analysis and was
explored its effectiveness for expanding terms. It is shown
that the weighted measures of similarity of terms, when
choosing the appropriate weight value, give a good result.
The material is of practical interest and will be partially
implemented in this work.

Analysis of the effectiveness of using two approaches
to expand terms: weighted measures of similarity, studied
in FCA, and a number of measures of correlation, often
used in data mining was carried in [13]. It has been
empirically shown that the cosine correlation measure is
superior to other methods for short documents. The paper
[14] describes an experiment comparing short document
classifiers based on two methods: Latent Dirichlet
Allocation (LDA) and Formal Concept Analysis (FCA). It
has been shown that FCA leads to a much higher degree
of correlation between terms than LDA, and initially
gives a lower classification accuracy. The disadvantage of
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the considered methods is a long and laborious learning
process.

In [15], a preliminary clustering method is proposed,
which allows one to limit oneself to only a corpus of
documents representing the subject area of the designed
IS. However, in this work, as well as in [16, 17], there is
no clear definition of a short document.

Short documents used to build DD are significantly
different from short texts on the Internet [18]. The
workflow of most organizational structures is dominated
by formalized documents [19] with heading and closing
parts. The need to highlight the meaningful part of a short
document was noted in [15], but a clear algorithm for
solving this problem is not presented.

3 MATERIALS AND METHODS
Short document model. In accordance with [15], we
will assume that the corpus of all documents under study
is presented in the form

D={d}, i=1n (1)

Let’s extend the previously used model to represent a
single document. Since the documents based on which the
DD is built can be located on different computers, disks
and directories in the Customer’s organization, it is
necessary to introduce the concept of an address for a
document. To highlight the content of the document, you
should limit the search area of the heading and final parts
of the document. Thus, document can be represented by a
tuple

D, = <addpr, text;, rl, r2, nw, Mt;>, 2)
Mt;= {<t, nm;>}, q=1, nm, 3)

To apply the model, it was necessary to clarify the
concept of a “short document”. As a result of the
experiments (see the Results section), it was proposed to
consider a document up to 1400 words as short. Thus, the
set of short documents can be represented as

Ds = {d;| d; € D nd;.nw; <1400}, i = 1, ns. 4

A method for highlighting the content of a short
document. To highlight the meaningful part, it is
necessary to have signs of the heading and closing parts.
Such signs are certain “keywords” of these parts of the
document. It should be noted that the list of all formalized
documents for a certain state has hundreds of names. It is
undesirable to use such a list in the algorithm for
highlighting the content of a document, since the
interpretation of keywords from one subject area may not
coincide with their interpretation in another. Therefore, it
makes sense to compose sets of keywords for the heading
and closing parts in relation to the subject area (perhaps in
the narrow sense of the word).
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In general, within the framework of one project of IS,
several lists of mKw (sets) of keywords can be created:

mKw = {kwi}, i=1, ¢, (&)

where kw; - < mKwHead, mKwEnd > is a tuple of the set
of keywords in the header part of documents;
mKwHead; = { w;; }, j = 1, qh; and the corresponding set
of keywords of the final part of the documents;
mKwEnd = {w;; },j =1, ge;.

For example, for the personnel department of a
university, the set mKw will look like:

mKw = {{labor contract, order}, {signature,

date},...,{} }.
Thus, a short document can be presented in the form
Ds; = <mWhead, mWcontent, mWend >, 6)

where the heading is mWhead , represented by an ordered
set of words

mWhead = {w, Wy, ..., W, ..., Wp},

while 3 w; | w; € mKwHead A w; € mWhead,
and the final part mWend , represented by an ordered set
of words

mWend ={w,, Wy, ..., W, ..., W}, at the same time
A w;| wye mKwEnd Aw; € mWEnd.

For example, the following heading keywords can be

distinguished from personnel documentation:
“Agreement”, “Order”, “Card”, “Order”, “Time sheet”,
“Statement”, “Act”, “Schedule”, “Note” and the
following  the words of the final part:

“Signature”/“Signatures”, “Acquainted”, “Approve”.

To highlight the content part, you need to determine
its first and last words. To do this, it is proposed to
determine the possible boundaries of the heading and
closing parts by searching for terms from mKw. Terms
from mKwHead are searched from the beginning to the
end of the document, and terms from mKwEnd are
searched from the end to the beginning of the document.
It is proposed to limit the search area of the heading and
final parts of the document to reduce the probability of
errors in the case when the document does not belong to
the category of formalized ones. In addition, limiting the
search area reduces the time for document analysis.

It is not possible to analytically determine the
boundaries of the header and footer search for many
different documents, so experimental studies were carried
out on two sets of documents of various formats. 74
documents in Russian and 68 documents in English from
the trade organization’s workflow were processed. The
number of words for highlighting the heading part Nk and
the closing part Nc was set equal to 5, 15, 25, 30, 35 and
50. The quality of highlighting the content part was
assessed by an expert depending on the number of “extra”
and “missing” words in the content part. Under the quality
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of selection for a separate document, it is proposed to
understand Qs, calculated by the formula:

100 x (Ncd — Nww)
Ncd '

= (7
Quality of separating the content for the corpus of
documents for certain values of Nk and Nc by the formula

Ncorp
Zi:l QS i

sa =
Q Ncorp

®)

It has been experimentally shown that the best value
for Nh is 35, and for Nc — 25 (see the Results section). Let
us formulate the steps of the method.

— Find among the first N4 words of the document the
word w; | w; € mWhead. 1f the word is found, then the
index of the first word of the substantive part Startlnd =
i+1 is, otherwise Startind = 0.

— Find the word among the last Nc words of the
document w; | w; € mWend . If the word is found, then the
index of the last word of the substantive part
EndInd = j— 1 is, otherwise Endind =Ncd.

— Crop the document at the edges — before the index
fInd and after the index //nd .

— Find how many characters need to be further
indented after the beginning of the truncated document to
remove lines that have less than five words or less than 50
characters.

— Crop the document according to the received data.

Clustering short documents. In accordance with a
previous study (Fig. 2), in short documents the average
frequency of repetition of nouns is low, which does not
allow to qualitatively distinguish verbose terms.
Therefore, it is proposed to define terms not within a
single document, but within a cluster of short documents.
For this purpose, the preliminary clustering method was
used [15]. The method allows you to calculate the
proximity coefficient K;; = K;; + y*K,;; of documents d;
and d; based on the relative number of matching nouns
(component Kj;; ) and the frequency of matching nouns
(component y*K5;; ). Optimization of the composition of
clusters is ensured by adjusting their composition
depending on the proximity of the document to the cluster
core.

Let us represent the clustering process in the form

Ds clustering {C d-}
_— if-

The practical use of the short document clustering
method [13] showed that after the completion of
clustering based on kernels, several clusters Cd; are
formed that contain only one document, that is

Cdi=d;},j=1. )

Therefore, an additional stage is introduced into the
method, at which for each document dj a cluster Cd, is
found to which it can be attached.

add
d;—_scq,,.

© Kungurtsev O. B., Mileiko 1. I., Novikova N. O., 2023
DOI 10.15588/1607-3274-2023-4-14

In this case, the next condition is fulfilled

Ks max Ks: .

g=lmgzj 77

Extracting terms from a cluster

Multiword terms make up a significant part of all
terms. The work [20] shows that 29.13% of the terms
from the Internet request contain three or more words. In
the documents of organizations, terms containing two and
three words make up about 50% of all terms. This
determines the need to extract multiword terms from short
documents.

Let us represent some cluster Cd; in the form

Cdi={d;},j=1n,.
Let’s form the text of the cluster Cd,.
Tc; = UT’ dj,
documents included in it.

Let’s represent the cluster text as a sequence of
elements

=

as a concatenation of the texts of the

Tci= eje,...e...e. e,

The text element can be a word or a punctuation mark.
Let us denote the text element corresponding to the
noun as eN, and the text of the cluster as

Tci= eie;...ern €1 eNieps1 €2 €Nz €pia...eq 1€

To highlight multiword terms in each sentence of the
text, sequences of words containing nouns are selected.
Let there be some sequence of words, which is bounded
on the left and right by punctuation marks:

S = e e 1 eNiey+i ez eNps3 s

If we take a noun eN, as a base, standing at the
beginning or end of a term, the following sequences of
words, which can be terms will be selected from S:
e €1 eNy, e eNy, eNy , eNy epv1, eNj epvy epia, eNy e
€2 eNiis, eNy epi| erir eNiysz errs At the same time, the
term cannot begin and end with a union, a preposition and
a numeral, and these parts of speech are not considered
“important”. In this work, it was decided to limit the
length of the term to three “important” words.

Definition of interpretations of the term.

Defining definitions for terms is a long and laborious
process [21], which it is desirable to automate [22] . Since
such a task is beyond the scope of this study, it is
proposed to use a ready-made solution [23], which
provides a detailed analysis of a dictionary entry,
automated removal of redundant definitions, and a simple
procedure for expanding the dictionary bank (software
product DictionaryOfInterpretations).

Technology for creating DD with separate
processing of short documents. Given the large number
of short documents in the corpus of documents to be
analyzed for the construction of DDs, it is proposed to
introduce additional procedures for processing short

documents (Fig. 2).
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Figure 2 — New technology for building DD

According to Figure 2, the procedure for building an
DD is as follows:

— The expert (representative of the customer) selects
documents of the organizational system (OS) that are of
interest to the designed IS.

— As a result of filtering, short documents are selected
from the entire corpus of documents.

— From short documents, their substantive part stands
out.

— Using the analyzer, nouns are highlighted in texts
and the number of their occurrences in documents is
counted.

— For short documents, clustering is performed,
because of which clusters are formed according to the
principle of belonging to one topic.

ResultGiver
+getResult()
+getTotalResult() Clasterizer
' +huildCloseMatrix()
App +clasterize()
+findCores() <
+start() +coreClasterize()
+uniteSingles()
+getClasters()
+addCLaster()
Prepare
Initiator
+write ToFile()
+nit() +readFromFile()
+getMid()

— From documents (large) and clusters of documents
(short), terms (generally multiword) are distinguished.
The expert analyzes and edits the list of terms in terms of
their belonging to the subject area of the projected IS.

— Based on the received list of terms, the user himself
or with the help of an external system performs the
interpretation of the terms.

4 EXPERIMENTS
Development of a software product. To implement
the proposed technology, the software product TerEx was
developed , the general class diagram of which is shown
in Fig. 3.

Document
+equals()
+countAmount()

Claster +getPath()
+getName()
+addDocument() +CO$£|tUdn(l}que()
+removeDocument() |~ +getrin
+getDocuments() iSEItE\!rnEIdO N t
+getCore() +getP c;;] sAmount()
+findCore() +SetNa 0
+getDocAm() +zeeﬂ§)r:1t106()
+setText()
+setWords_amounts()
+setWords_types()

Figure 3 — Class diagram of the TerEx system
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Figure 4 — Graph of the dependence of the frequency of repetition of nouns on the length of the document
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TerEx allows you to perform the following actions on
documents:
highlight individual words, conduct their
morphological analysis, count the number of occurrences
in texts;

— highlight the content of the document;

— perform clustering of documents;

— highlight single-word and multi-word terms from
the text.

5 RESULTS

Definition of a short document. We studied a corpus
of 381 documents in Ukrainian, English and Russian,
containing from 15 to 1332 nouns. The results of the
experiment are presented in the form of a graph (Fig. 4),
based on which it was concluded that documents up to
1300-1400 words in size should be considered short. The
experiment showed that the subject area and the language
of the documents do not have a noticeable effect on the
results obtained.

Determining the quality of highlighting the content
of a short document.

To determine the dependence of the quality of
highlighting the content of the document on the values of
Nh and Nc, 74 short documents were analyzed. The
results are shown in Table 1. The best quality is achieved
with a limit of 35 words from the beginning of the
document and 25 words from the end of the document.

» All docs

~

Wma

. obrazec-soglashenie-o-predostavienii-o..
B obrazec-soglashenie-o-rastorzhenii-dog.
. obrazec-soglasie-na-rabotu-v-vyhodnoj-
. obrazec-soprovoditelnoe-pismo-k-aktu-, ,
. obrazec-soprovoditelnoe-pismo-k-doku. '
B obrazec-spravka-o-nepoluchenii-posobi.
. obrazec-trebovanie-o-raschete-pri-uvoln
. obrazec-ustav-ooo.txt

. obrazec-uvedomlenie-o-vybore-sposoba
. obrazec-vypiska-iz-reestra-akcionerov.txi
B obrazec-zayavka-na-uchastie-v-aukczion
. obrazec-zayavka-na-zaklyuchenie-dogov

. obrazec-zayavlenie-na-nepolnyj-rabochij

L.. » ClasterizationR...

Table 1 — Dependence of the quality of highlighting the

meaningful part on the values of Nh and Nc

Nh | Os Nc | Os

35 | 97.14 | 25 | 95.64

30 | 96.16 | 35 | 9541

25 1 96.06 | 30 | 94.99

15 | 89.16 | 15 | 89.79

5 84.16 | 5 82.98

50 | 8237 | 50 | 824

After setting these values, the average correctness of
extracting the meaningful part of 96.39% was obtained.

Determining the quality of clustering. When
requesting clustering, a new folder
“ClusterizationResultFolder” is created in the directory
selected for displaying the result, in which the file *
totalTerms . txt , containing a general list of terms from
all clusters, as well as new folders — Cluster 1 ... Cluster
N, where N is the resulting number of clusters is
created. An example of the contents of the
“ClusterizationResultFolder” directory and the structure
of the files before they are processed is shown in Figure 5.
In the folder of each cluster is the file “ terms.txt”,
containing a list of terms in this cluster, as well as copies
of all documents included in this cluster.

104 documents were subject to analysis. Five clusters
were found. Analysis of the result showed that the
documents in the selected clusters are really close to each
other in terms of the nouns they contain. No errors were
found.

Determining the quality of highlighting multi-word
terms. A comparative analysis of the results of the work
of the TerEx product and the well-known online service
for text analysis SketchEngine [24] was carried out. A
corpus of 100 documents was studied. The results of the
experiment are presented in Table 2.

Defective terms are those that contain extraneous
characters, cut words, prepositions, or are not words at all.

Wima

B Claster
B claster 2
. Claster_3
. Claster_4
. Claster_5
. _totalTerms.txt

Figure 5 — File structure before (left) and after (right) processing
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Table 2 — Comparative analysis of the quality of term selection

TerEx SketchEngine
Number of highlighted terms 11119 15315
Number of defective terms 585 2095
Error Percentage 5.26% 13.68%

Elapsed time 4 minutes 45 seconds 5 minutes 12 seconds
File limit No limits 100 files
License Is free Paid subscription
Distribution of documents by Performed Not supported
clusters
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AHOTAULIA

AxTyanbHicTh. Po3risiHyTO 3aBmaHHs aBTOMAaTH3alil MOOYIOBH CIIOBHUKIB HpEeIMETHOI Taly3i y IpoIeci BHKOHAHHS
MIPOrpaMHUX IIPOEKTIB Ha OCHOBI aHANI3y JOKYMEHTIB 3 ypaXyBaHHSIM iX po3Mipy Ta (GOpMH HOJAHHS.

MeTa poGOTH — IIiJIBUIIEHHS SIKOCTi CJIOBHHMKA HA OCHOBI 3aCTOCYBaHHSI HOBOI TEXHOJIOTII, IO BKJIIOYAE CIIELialbHy 00pOOKy
KOPOTKHX JJOKYMEHTIB.

Mertop. [IponoHyeThesi MOZICNB KOPOTKOTO AOKYMEHTA, sIKa MPEACTABIISE HOr0 Y BUIUIS/II TPHOX YaCTHH: 3ar0JIOBHOT, 3MICTOBHOL
Ta 3aKIIOYHOI. Y 3aroyioBHIH 1 3aKJIIOYHINH 4YacTHHAX 3a3BHYail MicTHThCS iHQOpMAIlis, IO HE Mae BiIHOIICHHS IO IMPEAMETHOI
obnacti. ToMy 3arpONOHOBAaHO METOA BUIUICHHS 3MICTOBHOI 4acTHHH, 3aCHOBAHMII Ha BUKOPHUCTaHHI MHOXHMHH KJIIOUOBHX CIIiB.
Po3mip kopoTkoro AokymeHTa (HOro 3MiCTOBHOI YacTWHH) HE I03BOJISIE BHU3HAYMTH YAaCTOTHI XapaKTEPUCTHKU CIIB 1 BHUSBUTH
GaraTociiBHI TepMiHH, JacTKa sKux csrae 50% Big ycix TepmiHiB. [t 3a0e3meueHHs] MOKINBOCTI BUALIEHHS TEPMiHIB Y KOPOTKHX
JOKYMEHTax 3allpOIIOHOBAaHO METOJ IX KiacTepusamii, 3aCHOBaHMI Ha BUAUICHHI IMEHHHMKIB Ta OOYHCIEHHI iX YacCTOTHHUX
XapaKTepUCTHK. YTBOPEHI KJIACTEpH PpO3IILNAIOTHCS SK 3BHYANHI JOKYMEHTH, OCKUIBKM IXHIH po3Mip HO3BOJSIE BHIUISATH
OararociiBHi TepMiHd. [y BUIIICHHS TEPMIiHIB 3alpPONOHOBAHO BUIUIATH B TEKCTi MOCIIAOBHOCTI CIiB, IO MICTSITh IMCHHHKH.
AHai3 4acTOT IOBTOPEHHS TaKHWX IIOCITIJOBHOCTEH J03BOJISE BM3HAUUTH OaraTociiBHI TepMiHW. J[JI5 BH3HAYEHHS TIIyMaueHHs
TEpPMiHiB BUKOPUCTAHO paHillle po3po0IeHNH METO/ aBTOMATU30BaHOT'O TIOLIYKY TJIYMaueHb y CIIOBHUKAX.

PesyabraTn. Ha ocHOBI 3ampornoHoBaHoi Mozelni Ta METOXIB CTBOPEHO NpOrpamHe 3a0es3nedyeHHs Ui 1M00yJOBH CIOBHHKA
MPeIMETHOI Tary3i Ta MPOBEACHO HU3KY EKCIIEPUMEHTIB, IO MiATBEPKYIOTh €(PEKTUBHICTD PO3POOICHHX PillleHb.

BucHoBku. IlpoBeneHi eKCHEPHMEHTH MIiATBEpAWIM IPale3AaTHICTh 3alpOIIOHOBAHOTO MPOTPaMHOTO 3a0e3NeYeHHs Ta
JIO3BOJIAIOTh PEKOMEHAYBAaTH HOro 1O BHUKOPHUCTAHHS Ha IPAKTUNI JUIi CTBOPCHHS CIOBHMKIB IIPEAMETHOI Traiy3i pi3HHX
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iHdopmaniiiHux cucteM. [lepcrekTHBY NOAAIBIINX JOCTIHKEHb MOXKYTh BKIIOYATH ITOOYIOBY KOPIIOPATUBHUX MOIIYKOBHX CHCTEM
Ha OCHOBI CIIOBHUKIB TEpMiHIB Ta KJlacTepu3amii JJOKyMEHTIB.
KJIOYOBI CJIOBA: cnoBHuk mpeaMeTHOl ramysi, iHdopmamiiiHa cucreMa, TepMiH, KiacTepusauis, iHdopmariiiHa
TEXHOJIOTisl, KOPOTKUH JOKYMEHT.
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