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ABSTRACT

Context. The paper considers the problem of automating the creation of an annotated dataset for further use in a system for de-
tecting, localizing and classifying blood cells in an image using deep learning. The subject of the research is the processes of digital
image processing for object detection and localization.

Objective. The aim of this study is to create a pipeline of digital image processing methods that can automatically generate an
annotated set of blood smear images. This set will then be used to train and validate deep learning models, significantly reducing the
time required by machine learning specialists.

Method. The proposed approach for object detection and localization is based on digital image processing methods such as filter-
ing, thresholding, binarization, contour detection, and filling. The pipeline for detection and localization includes the following steps:
The given fragment of text describes a process that involves noise reduction, conversion to the HSV color model, defining a mask for
white blood cells and platelets, detecting the contours of white blood cells and platelets, determining the coordinates of the upper left
and lower right corners of white blood cells and platelets, calculating the area of the region inside the bounding box, saving the ob-
tained data, and determining the most common color in the image; filling the contours of leukocytes and platelets with said color;
defining a mask for red blood cells; defining the contours of red blood cells; determining the coordinates of the upper left and lower
right corners of red blood cells; calculating the area of the region within the bounding box; entering data about the found objects into
the dataframe; saving to a .csv file for future use. With an unlabeled image dataset and a generated .csv file using image processing
libraries, any researcher should be able to recreate a labeled dataset.

Results. The developed approach was implemented in software for creating an annotated dataset of blood smear images

Conclusions. The study proposes and justifies an approach to automatically create a set of annotated data. The pipeline is tested
on a set of unlabelled data and a set of labelled data is obtained, consisting of cell images and a .csv file with the attributes “file
name”, “type”, “xmin”, “ymin”, “xmax”, “ymax”, “area”, which are the coordinates of the bounding box for each object. The number
of correctly, incorrectly, and unrecognised objects is calculated manually, and metrics are calculated to assess the accuracy and qual-
ity of object detection and localisation.

KEYWORDS: computer vision, object detection, object localization, digital image processing, classification.

ABBREVIATIONS Cnt is a contour, found in the image;
CNN is a convolutional neural network; Gy is a Gaussian filter;
CSV are comma separated values; G is a green component in the RGB model;
CV is a computer vision; G(u,v) is a Gaussian distribution at position (u,v) ;
FN is a false negative; H is hue is a component in the HSV model;
FP is a false positive; F1 is a harmonic mean between precision and recall;
HSV are hue, saturation, value 1 is an image;
RBC is a red blood cell; I(x,y) is a value of a pixel in the image I at position
RGB is a red, green, blue; x);
RNN is a recurrent neural networks M(x,y) is a value of the pixel on the mask at position
TP is a true positive; (x»);
WBC is a white blood cell. Pr is a precision of cell recognition;
R is a red component in the RGB model
NOMENCLATURE Rec is a recall of recognition;

d(a,b) is a Kronecker delta; r is a blur radius;
o is a standard deviation of the Gaussian distribution; § is a saturation is a component in the HSV model;
Acc ia accuracy of cell recognition; T is a threshold value;
B is a blue component in the RGB model; V'is a value component in the HSV model;
C is a most common contour in the image; (x,y) are coordinates of the pixel in the image.
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INTRODUCTION

With the development of machine learning models,
this branch of artificial intelligence is increasingly pene-
trating various areas of our lives and is transforming
many aspects of the modern world. This technology is
reprogramming and modernizing various sectors, from
industry and medicine to education and everyday life.

Artificial intelligence can effectively solve the tasks of
detecting, localizing, classifying, and counting cells in an
image, which is an important task in the field of medicine
and biology [1]. It is an important stage in the process of
counting the number of blood cells of different types. This
procedure, in turn, is an important step in laboratory diag-
nostics and medical research, which provides valuable
data for assessing the health status of patients and detect-
ing various diseases.

Currently, convolutional neural networks and deep
learning methods are used to identify and classify blood
cells, which are essentially supervised learning methods
and require large enough data sets for training and valida-
tion. The general pipeline for the machine learning proc-
ess is shown in Fig. 1.
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Figure 1 — General scheme of machine learning steps

Sometimes it is believed [2] that machine learning
specialists spend the most time training the model, but a
study [3] found that data scientists spend approximately
37.75% of their time preparing and cleaning data. In addi-
tion to data preparation and cleaning, interpretation of the
results also remains important. Data visualization
(12.99%) and demonstrating the value of data through
reporting and presentation (16.20%) are also important
and time-consuming steps to turn data into an actionable
tool for answering critical questions. Working with mod-
els through model selection, training, and implementation
takes approximately 26.44% of respondents’ time (Fig. 2).
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Figure 2 — Time management for machine learning specialists
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Thus, the creation of datasets is in itself a rather time-
and resource-consuming task. Such datasets are created
manually using certain software, such as LabelIMG, VIA,
VOTT, and others. Image annotation software has differ-
ent functionality [4] and can significantly reduce the an-
notation time compared to simple graphic editors, but still
the process of annotating images is a very long process.

Therefore, the automatic creation of annotated datasets
for training blood cell classification models will help to
significantly reduce the time spent by machine learning
specialists.

The object of the study is the processes of digital im-
age processing for the detection and localization of blood
cells of various types in a blood smear image.

The subject of the study is methods and algorithms
for digital image processing.

The purpose of the work is to increase the overall
speed of the deep learning process for detecting, localiz-
ing, and classifying blood cells by automatically creating
an annotated data set.

1 PROBLEM STATEMENT

The study aims to develop and validate an approach
for automatically creating an annotated dataset for classi-
fying, identifying, and localizing blood cells in images.

The result of the study is a pipeline for automatic crea-
tion of a labeled dataset based on methods of digital im-
age processing and analysis, noise reduction, contour ex-
traction, binarization, filtering, etc. Pipeline should pro-
vide the ability to detect and localize cells in blood smear
images, taking into account their features and characteris-
tics.

This also includes the development of software for de-
tecting, isolating, analyzing, and localizing blood cells
and the creation of a dataset. The output dataset will be
defined as a set of unlabeled images and a .csv file con-
taining the following features:

— “file_ name” is the relative name of the file in the
folder;

— “xmin”, “ymin” are coordinates of the upper left
corner of the bounding box;

— “xmax”, “ymax” are coordinates of the lower right
corner of the bounding box;

— “type” is cell type (“WBC” for leukocyte, “RBC”
for erythrocyte, and “platelet”);

— “area” is the area inside the bounding box.

With an unlabeled dataset and a generated .csv file us-
ing image processing libraries (e.g. PIL and/or opencv-
python for Python programming language), any re-
searcher should be able to recreate a labeled dataset.

The study focuses on improving the speed and effi-
ciency of the dataset generation process, ensuring the rep-
resentativeness of various cells and optimal image quality.
The dataset obtained with the developed approach will be
used to train and validate a machine learning model that
will recognize blood cells in smear images with high ac-

curacy and reliability.
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2 REVIEW OF THE LITERATURE

Rapid assessment of the body’s condition using less
invasive laboratory tests has always been relevant. A reg-
ular clinical blood test is a fairly accurate and reliable
method of assessing the patient’s condition and making a
diagnosis. It provides important data for assessing the
state of health of patients and early detection of possible
diseases.

Fig. 3 presents the main areas in which blood cell
counting is used and, accordingly, their classification.

Detection of pathology
and diseases, assessment
of cell maturity, analysis
of their number and
distribution in the blood

Disease diagnosis

Known quality and
quantity of blood cells to
monitor the effectiveness
of treatment

Treatment
monitoring

Help in determining the
patient's general state of
health, identifying
deviations from the norm
and understanding the
state of the immune
system.

Helping the doctor get a
more complete picture of
the patient's health

Clinical
examination

Studying the
characteristics of cells,
their properties and
reactions to certain
factors

Scientific research

Figure 3 — Fields of application of blood cell classification

Thanks to advances in computer vision and machine
learning, the use of automated systems for this task is
becoming more common and affordable.

One of the most common tasks is to detect and recog-
nize different types of cells, such as red blood cells
(erythrocytes), red blood cells (leukocytes), and platelets.

As mentioned earlier, the classification and counting
of blood cells of different types in the image is broad used
in diagnosis and monitoring of diseases and treatment
effectiveness, medical and scientific research, optimiza-
tion of processes in laboratories.

There are several approaches to solving this problem.
The first of them is the so-called traditional method [5, 6,
7], which combines image processing methods, such as
noise reduction, contour extraction, edge detection, seg-
mentation and filtering [8, 9], with machine learning or
morphological analysis methods. This approach can be
used both to detect different types of blood cells and to
detect other biological objects [7]. These methods allow
you to significantly speed up the process of object detec-
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tion (in comparison with non-automated systems) and
provide the ability to use them in real time. However, they
depend on the quality of the input image and require pre-
processing.

Another approach is based on the use of real-time ob-
ject detection algorithms, such as YOLO (You Only Look
Once) [10, 11] and/or SSD (Single Shot MultiBox Detec-
tor) [11]. This method has become quite popular in image
classification in recent years because it has high accuracy
and the ability to work with different, complex data, such
as different resolutions and overlapping object detection.
The main feature of this approach is to identify objects in
one pass of the image through a neural network. For ex-
ample, in the case of YOLO, an image is passed through a
neural network at once, deriving predicted object bounda-
ries and classes, instead of the traditional approach of first
passing the image through an object detection model and
then processing the results to determine object bounda-
ries.

However, such methods require a large amount of la-
beled data for training, which is a separate task. This ap-
proach requires large computing power and has a large
model size, which can lead to difficulties in storing, im-
plementing and distributing these models. These difficul-
ties can be circumvented by using mechanisms such as
transfer of learning [12]. But the problem of having a set
of labeled data remains. The size of the dataset can be
reduced due to data augmentation [13], but the process of
annotation different types of cells still remains time-
consuming, especially in the case of determining different
types of cells (erythrocytes, leukocytes, platelets).

In [2], an approach to the segmentation of blood cells
based on image processing methods is proposed. In this
study, it is proposed to apply a similar approach to the
automatic creation of a set of annotated data for further
application in the automatic detection different types of
cells using artificial neural networks.

Machine learning models are usually divided into 3
large groups: unsupervised, supervised, and reinforcement
learning models [14] (Fig. 4).
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Figure 4 — Classification of machine learning models
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One of the fields of artificial intelligence that uses ma-
chine learning is computer vision [15]. Computer vision is
a branch of artificial intelligence that studies how com-
puters can understand and analyze images and videos. To
achieve this goal, various methods and algorithms are
used that allow computers to “see” the world around
them.

The main tasks of computer vision are [16] (Fig. 5)

1. Image classification: determining the class and type
of the object in the image.

2. Object localization: determining the location of the
object and selecting it (usually using a rectangular frame).

3. Object detection: determining the location (using
frames) and the type and class of objects in the image.

4. Semantic segmentation of the object with selection
of the recognized object using a contour and (sometimes)
changing certain pixels of the object instead of defining
the frame.

Classification . |<'I'.~!i|1|€'z1llﬂf1 and Object Detection Instance Segmentation
Localization

Leukocyte Leukocyte, Erythrocytes, Leukocyte,

Leukocyte

v
Multiple objects

Figure 5 — Classes of machine vision problems

U
Single object

All of these tasks use supervised machine learning
techniques to train models based on annotated data and
use them in computer vision tasks.

One of the key methods in computer vision is Convo-
lutional Neural Networks (CNN) [15, 17]. These net-
works are capable to detect patterns and features in im-
ages using filters that perform a convolution operation.
CNNs are used for object classification, contour detec-
tion, face recognition, and many other tasks in computer
vision.

Another important method is Recurrent Neural Net-
works (Recurrent Neural Networks — RNN) [17] that al-
low you to work with sequences of data, for example,
with sequences of video frames. They are useful for ana-
lyzing the dynamics of actions or the movement of ob-
jects.

In addition, image processing methods are used, such
as filtering, segmentation, detection of edges and con-
tours, as well as feature extraction, which help in the rec-
ognition of objects in images [2].

Deep learning techniques [17, 18], in particular, are
very popular in computer vision. They allow creating
complex models that can automatically study the data
presented to them, and identify complex patterns and fea-
tures to solve recognition and classification tasks. Also,
geometric modeling methods are used to describe the ge-
ometric features of objects in images, which help in solv-
ing problems of object recognition and measurement of
their characteristics [6, 19].
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In general, the combination of these methods and
techniques in computer vision allows computers to recog-
nize objects, detect images, classify data, and helps solve
many tasks that require the analysis of visual information
in real or virtual environments.

That is, different types of neural networks using ma-
chine learning methods used in computer vision to recog-
nize objects, detect images, classify data and help solve
many tasks that require the analysis of visual information
in a real or virtual environment.

3 MATERIALS AND METHODS

To automatically create a set of annotated data, the
following sequence of actions is proposed (Fig. 6):

1. Loading the image.

2. Noise reduction.

3. Conversion to HVS model.

4. Determining the mask for leukocytes and platelets.

5. Detection contours of leukocytes and platelets

6. Determining the coordinates of the upper left and
lower right corners of leukocytes and platelets.

7. Calculation of the area of the region inside the
bounding box.

8. Entering data about found objects into a dataframe
with columns “file name”, “xmin”, “ymin”, “xmax”,

4‘ymax”’ “type”, Géarea7’.
9. Determining of the most common color C in the
image.

10. Filling the contours of leukocytes and platelets
with color C.

11. Determining the mask for erythrocytes.

12. Detection the contours of erythrocytes.

13. Detection the coordinates of the upper left and
lower right corners of erythrocytes.

14. Calculation of the area of the region inside the
bounding box.

15. Entering data about found objects into the data-
frame.

16. Saving in .csv file for later use.

To eliminate excess noise that interferes with the rec-
ognition of target elements in the image, a Gaussian filter
is applied to reduce the sharpness of the image and make
it more blurry. This effect is achieved by transforming
image pixels. In order to calculate the degree of transfor-
mation, this filter uses a normal distribution for two
measurements, which can be calculated by formula (1):

l e*(x +y“)/(2cs )

G(u,v) = o

, 1)

where r is a blur radius; 7 = x” +)*; o is the standard de-

viation of the Gaussian distribution.

The result of calculations according to this formula is
an area of the image that has the form of concentrated
circles with a normal distribution from the central point.
Pixels with a distribution level that is not equal to 0 are
used to create a convolution matrix that is used to analyze
the input image. The distribution of the Gaussian value is
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as follows: one of the pixels receives the largest weight,
while the surrounding pixels, according to their distance
from the central one, receive smaller weights. The convo-
lution (core) of the mask is usually much smaller than the
entire image. The mask is moved across the image and
convolution is applied at each location in the image. The
larger the core size, the lower the sensitivity of the detec-
tor to noise. The greater the valuec, the smoother the
result with less noise. However, with more image smooth-
ing, fewer edges will be detected by the detector.

The algorithm is sequentially implemented for each
pixel. A 3x3 or 5x5 cores are often used. An example of a
Gaussian filter with a standard deviationc =1.4 , is calcu-
lated using the kernel:

2 4 5 4 2
4 9 12 9 4
G, =L 512 15 12 5.
4 9 12 9 4
2 4 5 4 2

The next step is to convert from the RGB color model
to the HSV model. The HSV (Hue, Saturation, Value)
model is a cylindrical color model used to represent col-
ors in the form of three components: Hue, Saturation, and
Value. This model is built on the basis of a transformation
from the RGB (Red, Green, Blue) model.

Converting an image from RGB to HSV can simplify
color processing and allow various color operations to be
performed more efficiently [11]. Converting images from
RGB to HSV can make a number of image processing
tasks easier and allow us to better understand and work
with colors.

1. Load an image

I 3. Convert to HSV calour
| model

B e e e b el e J
|' ________ A |
WBCs and 4. Create a mask
platelets
localization

6. Find bounding boxes
coordinates

7. Calculation bounding boxes I
areas

I
|
|
WBCs and platelets |
|
|
[
[
[

CO. Filling the contours of leukocytes

8. Add data to the

9. Find the most common color
C in the image

and platelets with color C

\

11. Create a mask for
RBCs

No

12. Find the RBCs localization

contours of RBCs

13. Find bounding box
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14. Calculation
of the areas of ...

Is it a last image in the set?

15. Save dataframe
@ v
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Figure 6 — Activity diagram of automatic creation of an annotated dataset
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Converting from the RGB to HSV color model is of-
ten used to process images with color information for
several reasons (Table 1).

Table 1 — Advantages of image processing in HSV

Advantage Explanation
Easy color In the HSV model, each parameter (hue, saturation,
interpretation | value) represents a specific color characteristic,

which simplifies color interpretation. For example,
the hue component defines the color tone, saturation
defines the brightness of the color, and value defines
the brightness of the light source.

Switching from RGB to HSV can make it easier to

Easier color

processing process colors and perform a variety of color
operations, such as changing hue, increasing or
decreasing saturation, adjusting brightness, and
more.

Operations Converting to HSV allows us to perform color-

with colors related operations, such as filtering by specific
colors, finding color ranges for specific effects, and

more.

Color seg- Since the HSV model is closer to how humans per-
mentation ceive colors, it can be useful for segmenting objects
in an image by color. For example, to distinguish
objects of a certain color or group of colors.
Brightness Changing the values in the HSV model allows for
and contrast better control of image brightness and contrast,
control which can be useful for enhancing an image or

increasing its clarity.

An HSV model can be represented as a cylindrical co-
ordinate system, where hue is located on a circular disk,
and saturation and value are displayed on the vertical and
radial axes, respectively. This model makes it easier to
understand and manipulate individual aspects of color,
compared to the RGB model. This is how this model is
built:

1. Hue is measured on the color wheel and expressed
in degrees, where 0° corresponds to red, 120° to green,
and 240° to blue. It is a quantitative value that defines a
specific color in the spectrum.

2. Saturation is defined as the distance from the center
of the color wheel to its edge. It indicates the “purity” or
“vibrancy” of the color. Maximum saturation means a
vibrant, rich color, while low saturation can lead to gray-
scale.

3. Value measures the brightness of a color. This is the
relative brightness of a color from black to white. This is
an important aspect because it determines how light or
dark the color will be.

To convert from RGB to HSV, the following ratios are
used (2): in the case of 8-bit and 16-bit images, R, G, and
B are converted to the floating-point format and scaled to
fit the 0 to 1 range:

V = max(R, G, B),
V —min(R,G, B)
S= 4
0, otherwise,
60(G—B)/(V —min(R,G.B)).ifV =&, &
120+ 60(B - R)/ (V —-min(R, G, B)),if V = G,
240+ 60(R —G)/ (V —min(R, G, B)), if V = B,
0, ifR=G=B.

AV #0,
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If H<0 then H=H+360. On output 0<V<I,
0<S5<1, 0<H<360.

The values are then converted to the destination data
type (8-bit images):

V =255V, §=2555, H=H/2 (tofitto [0,255]) .

Obtaining a mask on an image can be mathematically
written using threshold binarization, where the pixel value
is compared to a certain threshold and a certain range of
values is set to create the mask.

We have an image /. To get a mask M , where the
white pixels correspond to contour areas, a threshold T
must be determined, which will be used for binarization.

Mathematically, the binarization process can be writ-
ten as (3):

M5 y) = {255, ifI(x,y)>T, 3

0, otherwise,

where M (x, y) is the value of the pixel in the mask at the
position (x,y); I(x,y)is the value of a pixel in the im-
age I in position (x, y), T is the threshold for binarization.

Specifying the threshold 7" for binarizing the image
and create a mask is an important step that determines
which pixels are considered part of the contour area. If the
threshold value is too low, there may be a lot of “noise”
or background detail in the contour mask. If the threshold
value is too high, part of the contour may be lost.

Therefore, the choice of threshold depends on the spe-
cific image and its properties. There are several ap-
proaches to select a threshold:

1. Global threshold using statistical methods, such as
the Otsu method, which automatically determines the
threshold by maximizing the variance between pixel clas-
ses (background and object).

2. Adaptive threshold, where instead of one global
threshold, you can use an adaptive threshold for different
areas of the image, especially when the illumination in the
image is uneven, i.e. use different thresholds for different
parts of the image.

3. Experimental selection, when several threshold val-
ues are examined and the one that gives the best results
for a specific task is chosen.

4. Using data knowledge, where knowledge of image
characteristics or regions to be detected is used.

In our study, a combined approach was used to deter-
mine the threshold value, namely a combination of an
experimental approach and knowledge of the data. It is
known [20] that Leishman staining is used to stain blood
on smears for microscopy. It is usually used to distinguish
and identify leukocytes. It is based on a methanol mixture
of “polychrome” methylene blue and eosin, which stain
leukocytes and platelets purple, while erythrocytes remain
pink. Based on this knowledge and experiment, the
threshold value was determined as 7 =180.
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To detect and localize RBC, it is proposed to first
“fill” the contours of leukocytes and platelets with the
color that is most present in the image. The following
algorithm is used for this purpose:

Let us denote H, S, and V as the sets of possible values
of hue, saturation, and brightness values, respectively.
Based on the features of the opencv-python library [21],
which is used for image processing in this study, each of
the values of H, S and V varies in the range [0, 255].

Let’s calculate the amount of each color in the HSV
space. For this, we will create a ma-
trix count _ hSv,sq 56,05 10 count the number of pixels of

each color. To do this, use the formula (4):

count_hsv(H,.,Sj,Vk)=
Z S(IH (x,y)=H &I (x,y)=S, &I,(x,y)= Vk), “4)

x,yel

where 1, (x,y), I¢(x,y) and I,(x,y) are values of
hue, saturation and brightness of a pixel (x, y) in the im-
agel; H,,S,,V, are current values of hue, saturation
and brightness; i, j,k €[0,255]; S(a,b)— the Kronecker
delta (5):

l,ifa=b,

me:{ 5)

0, otherwise.

Finding the most common combination of H, S and V'
is represented by formula (6):

C={H,SV}=

(6)

arg max, count_hsv(H,.,S/.,Vk).

Hy,S; .V, )eHxSxV

The next step is to select the contours. There are sev-
eral ways to accomplish this task. One of the most com-
mon is to use of mathematical morphology operations and
find contours based on a mask. The contours can be ob-
tained as the difference between the extended object and
the (initial) object itself.

In turn, the dilation operator accepts two pieces of da-
ta as input. First, is the image to be expanded. The second
is a (usually small) set of coordinate points known as a
structural element. It is this structural element that deter-
mines the exact dilation effect on the input image. To
calculate the dilation of the input image using this struc-
turing element, we consider each background pixel in the
input image in turn. For each background pixel, the struc-
tural element is superimposed over the input image so that
the origin of the structural element coincides with the
position of the input pixel. If at least one pixel in the
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structural element matches a foreground pixel in the im-
age below it, then the input pixel is set to the foreground
value. However, if all matching pixels in the image are
background, the input pixel remains.

These mathematical operations help to extract con-
tours in an image based on a binary mask.

To calculate the bounding box that wraps the contour,
we need to find the minimum rectangle that joins all
points of the contour.

Let Cnt be a contour found in the image consisting of

an array of points with coordinates(x,,y,), i=12,...,n,
hat form a line or a closed shape of an object. We
have Cnt = {(x,,3,).(x,,,)} -

Mathematically, a bounding box consists of coordi-
nates (x,,y,) of upper left corner and(x,,y,) of lower

right corner. That is, to find the bounding box, it is neces-
sary to find the smallest and largest coordinate
values x and y among all points on the contour. We have

the value calculated by formula (7):

Cant = {(min (x, ), min (3;)), (max (), max ()}

i=12,...,n

(M

We will store the data in a csv file with the following
features:

“file_name” is the relative name of the file in the fold-
er;

“xmin”, “ymin” are the coordinates of the upper left
corner of the bounding box;

“xmax”, “ymax” are the coordinates of the lower right
corner of the bounding frame;

“type” is the cell type (WBC for leukocyte, RBC for
erythrocyte, and platelet)

“area” is the area inside the bounding box.

4 EXPERIMENTS

The developed pipeline was tested on images of the
dataset [2, 22]. This dataset is released under the CC BY
4.0 license and consists of JPG images with dimensions
of 360%363 pixels.

The Python programming language in the Jupyter
notebook environment was used for image processing.
Third-party libraries were also used:

— PIL and opencv-python for image processing;

— matplotlib, seaborn for plotting graphs and dia-
grams;

— pandas for creating and processing a set of struc-
tured data;

— numpy — for processing images as arrays of pixels.

Fig. 7 shows the transformations that blood smear im-
ages undergo after each step of the algorithm.
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Figure 7 — Share of cells of each type of cells in the total number of detected objects

5 RESULTS As a result, we receive a file in csv format, in which
A total of 2159 RBCs, 177 WBCs, and 148 platelets  the coordinates of the bounding boxes, cell types on cer-

were detected and localized, as shown in Fig. 8. tain images are stored (Fig. 9).

Dataset Composition file_name xmin ymin xmax ymax type area

0 BA_206112jpg 227 307 248 327 platelet 420

1 BA_206112jpg 141 298 165 322 platelet 576

RBC 2 BA_206112jpg 87 251 103 268 platelet 272
29 BA_208485jpg 247 135 259 181 platelet 552

55 BA_209608jpg 266 349 285 362 platelet 247

pletel Figure 9 — Structure of the annotation dataframe
wBC It took 9 minutes and 51 seconds to process 1000

images and create the resulting annotated dataset using
the computer with Windows 10 operating system, 8GB of

Figure 8 — Share of cells of each type of cells in the total number RAM, and an AMD Rizen 5 4500U processor using Py-

of detected objects thon 3.10.0, pandas 1.3.5, and opencv-python 4.9.0.
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6 DISCUSSION

To assess the quality of automatic annotation, bound-
ing boxes were added to images and 160 images were
processed manually.

The following cases were obtained during processing:

a) cells were recognized correctly;

b) incorrectly recognized leukocytes;

¢) unrecognized leukocytes;

d) incorrectly recognized platelets;

e) unrecognized platelets;

f) incorrectly recognized erythrocytes;

g) unrecognized erythrocytes.

Of course, cases b)-g) can be present in different com-
binations.

Fig. 10 shows most common cases: a) all objects are
recognized; b) the presence of incorrectly recognized
erythrocytes; c) recognition of overlapping erythrocytes
as one object; ¢) the presence of unrecognized erythro-

cytes.

Figure 10 — Cases of cell recognition and localization

For further processing, the number of correct (True
Positive, TP), incorrect (False Positive, FP) and unrecog-
nized cells (False Negative, FN) of the considered types
was calculated.

Let’s define in more detail:

TP (True Positives) is the number of cells that are cor-
rectly recognized and assigned to a certain class;

FP (False Positives) is the number of cells that are
recognized but incorrectly assigned to a certain class;

FN (False Negatives) is the number of cells that are
not recognized as cells of a certain class.

The results are shown in Table 2.
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Table 2 — Quality of recognition of blood cells

Cell type

Leukocytes Platelets Erythrocytes
Correctly 160 127 2161
Recognized (TP)
Incorrectly 14 20 170
recognized (FP)
Not Recognized | 1 13 178
(FN)

To visualize the obtained results, let’s build a heat
map for the number of cells of each type and the number
of correctly, incorrectly, and unrecognized blood cells
(Fig. 11).

Recognized cells

2000

160 14 1
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127 20 13
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Platelets

- 1000
- 750
- 500

170 178
- 250

Erythrocytes

i |
Misclassified Not Recognized

Recognized

Figure 11 — Quality of cell recognition by type

Correct

To visually display the proportion of correctly, incor-
rectly, and unrecognized cells of each type in the total
volume of cells, we will build a stacked chart (Fig. 12).
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Figure 12 — Relative contribution of each cell type

Figure 12 shows that the number of correctly recog-
nized white blood cells (WBCs) is 91.4% of the total,
where 8% are misrecognized and only 0.6% WBCs are
unrecognized. 79.4% of platelets are correctly recognized,
12.5% of the total are FPs, and 8.1% are not identified as
platelets. TP red blood cells (RBCs) are 86.1%, 6.8% are
FP, and 7.1% are FN.

The following metrics were calculated to assess the
quality of object annotation:
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— accuracy, which calculates the overall classification
accuracy (7):

Acc = L 7
Total number’ )

— precision, which estimates the percentage of objects
that are correctly identified as a certain class (8):

TP

Pr=———— ®)
TP+ FP
— recall shows how many objects of a given class were
correctly identified relative to all real objects of that
class (9):

P

ec=——, )
TP+FN

— F1 is the harmonic mean between precision and re-

call, which combines these two metrics into a single num-

ber and makes it possible to evaluate the effectiveness of

the classification model, by choosing a balance between

precision and recall (10):

Pr-Rec

Fl1=2| ———|. 10

(Pr + Recj (10)

The values of the calculated metrics are given in the
table. 3

Table 3 — Quality metrics of automatic recognition of blood

cells
Cell type
Leukocytes Platelets Erythrocytes
Accuracy 0.9143 0.7937 0.8613
Precision 0.9195 0.8639 0.9271
Recall 0.9938 0.9071 0.9239
Fl1 0.9552 0.8850 0.9255

The obtained metric values indicate a sufficiently high
efficiency of recognition of leukocytes and erythrocytes
and insufficient efficiency of platelet recognition, which
is associated with a high number of incorrectly recognized
ones and not recognized cells. In our opinion, this is due
to an unsuccessful choice of the threshold value when
constructing the mask.

In further research, we plan to investigate the impact
of different approaches to creating binary masks and con-
tour extraction to improve the quality of cell recognition
and localization. Also, this approach does not handle
overlapping erythrocytes well enough. Processing of such
types of cells is also the object of further research.

CONCLUSIONS
In this paper, we propose an approach to automatically
generate an annotated dataset for recognizing different
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types of blood cells in an image. Our method is based on
the use of image processing techniques to detect, segment
and localize blood cells. The approach has been evaluated
on a blood cell microscopy dataset and shown to achieve
high accuracy. Our method has several advantages over
existing manual methods for creating annotated datasets.
First, it is fully automated, which makes it more efficient
and scalable. Second, it can be used to create annotated
datasets for any type of blood cell.

The following results were obtained:

1. An approach for automatically creating a set of an-
notated data for further use for object recognition using
supervised machine learning methods is proposed and
substantiated.

2. The pipeline is tested on a set of unlabeled data.

3. An annotated dataset is obtained consisting of cell
images and a .csv file with the features “file name”,
“type”, “xmin”, “ymin”, “xmax”, “ymax” which are
bounding box coordinates for each object.

4. The number of correctly, incorrectly and unrecog-
nized objects is counted and metrics were calculated to
evaluate the accuracy.

5. Metrics for evaluating the quality of object detec-
tion and localization are obtained.

The scientific novelty of obtained results consists in
the application of digital image processing methods to
automatically create an annotated dataset.

The practical significance of the obtained results is a
significant reduction in the time spent by machine learn-
ing specialists on creating an annotated dataset, which
will positively affect the overall time spent on the model.

Prospects for further research are to extract over-
lapping cell contours and more accurate platelet recogni-
tion using other binarization and contour extraction algo-
rithms.
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HIIXII IO ABTOMATHYHOI'O CTBOPEHHS AHOTOBAHOT O IATACETY JJISI BUABJIEHHA, TOKAJI3AIIIT
TA KJACU®PIKAIIT KJIITHH KPOBI HA 306PAKEHHI
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KoBanenko A. C. — acmipanT kadepu CHCTEMHOTO aHANi3y Ta iH(popMariiiHO-aHATITHIHUX TexHouorii HanionaapHOTO TeXHi-
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AHOTANIA

AKTyanbHicTh. Po3risiHyTo mpobiieMy aBTOMaTH3aLlil CTBOPEHHSI aHOTOBAHOTO HA0OpY AaHHX Ul HOTO MOJABIIOr0 BUKOPHC-
TaHHS B CHCTEMi BHSBJICHHs, JIOKamizallii Ta kiacudikauii KITHH KPOBi Ha 300pa)KeHHI 3 BHKOPHCTAHHIM IITMOOKOTO HAaBYAHHSI.
O0’€KTOM JOCIIIKEHHS € Tpotiecy 00poOku GpOBUX 300pakeHb I BUSBICHHS Ta JIOKaJli3alii 00’ €KTiB.

Merta po6oTHu — po3poOka maiTIaifHy i3 MOCTIIOBHOCTI METOIB 00poOKH II(POBUX 300paKeHB IJIsI ABTOMAaTHYHOTO CTBOPEHHS
aHOTOBAHOTO HabOpy 300pa’keHb Ma3KiB KPOBI 3 MOAAIBIINM BHKOPHCTAHHSM JUIS HAaBUaHHS Ta Balijamii Mopenei rimbokoro Ha-
BYAHHS, [II0 Ma€ CyTTEBO CKOPOTUTH Yac CIEHiAIICTIB 3 MAITMHHOTO HABYAHHSI.

MeToa. 3anponoHOBaHMH MiAXi/ U1 BUSIBICHHS Ta JIOKaJi3awil 00’ €KTiB 6a3yeThCsl Ha MeTOZaX 00pOOKH HU(PPOBUX 300paXKeHb:
MeToaax (GuIbTpallii, moporoBoi GinbTpalrii, OiHapu3allii, 3HAXO/PKEHHS Ta 3aJUBKH KOHTYpIiB Tomio. [laiinaifH mo BHUSIBICHHIO Ta
JIOKaJi3auii CKIIaaeThesl 3 HACTYIHUX KPOKIB: MPUMIIYIICHHS IIyMiB; epeTBopeHHs B HVS ko1b0poBy Mozenb; BU3HAUYCHHS MaCKH
JUTS JTEHKOLMTIB Ta TPOMOOLUTIB; BU3HAUCHHS KOHTYPIB JICHKOIUTIB Ta TPOMOOIMTIB; BU3HAUSHHS KOOPIMHAT BEPXHBOTO JIIBOTO Ta
MPaBOT0 HWKHBOTO KYTiB JICHKOIUTIB Ta TPOMOOIHNTIB; OOYHCIIEHHS IJIOMII 00IacTi BcepeIuHi 0OMEeXyBabHOT paMKH; 30epe:KeHHS
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OTPHUMAaHHX JaHWX; BU3HAYEHHSI HAUIIOIIMPEHIIIOT0 KONbOPY Ha 300paKeHHI; 3aJIMBKa MM KOJIEOPOM KOHTYPIB JIEHKOIUTIB Ta TPO-
MOOLMTIB; BU3HAYECHHS MACKH JUIs €pPUTPOLMTIB; BU3HAUCHHS KOHTYPIB €PUTPOLUTIB; BU3HAYCHHSI KOOPIMHAT BEPXHBOTO JIIBOTO Ta
IIPABOT0 HIKHBOT'O KYTIB €pPUTPOLUTIB; 0OYMCICHHS IUIOMi 00acTi BcepequHi 00MeXyBalbHOI PaMKH; 3aHECEHHs JI0 natadpeimy
JaHHX PO 3HalAeHi 00’ exTH; 30epexneHHs B (ailii .csv 1UIs MOAabIIOro BUKOPHCTAHHSI.

Pe3yabraTn. Po3pobienuii minxia OyB BIpoBa/yKeHHH y mporpaMHe 3a0e3reueHHs Ul CTBOPSHHS] aHOTOBAHOTO HA0OPy JaHUX
300pa’keHb Ma3KiB KPOBi.

BucHoBku. B mocnimkeHHI 3alpONOHOBAaHO Ta OOIPYHTOBAHO MiAXiA U aBTOMATUYHOTO CTBOPEHHS HaOOpy aHOTOBAaHHX J1a-
nux. [Nalinmmaifia nporecToBaHO Ha HAaOOpi HEPO3MIYEHUX JAHUX Ta OTPHMAHO Hablp PO3MIUEHHX HAHMX, IO CKIIAAETHCS 3 300pa-
KEHb KIITHH Ta (aiiry B GopmaTi .csv, 0 Mae 03HAKU «Ha3Ba (Qaly», «TUI KIITHHI», «XMin», Kymin», «Xmax», «ymax», Io €
KOOpAMHATaMU OOMEXYBaJbHOT PaMKH JUIsl KOXKHOTo 00’ ekTy. [linpaxoBaHo KUIBKICTh IPaBUIILHO, HEIPABUIILHO Ta HEPO3Mi3ZHAHUX
00’€KTIB Ta PO3paXOBAHO METPHUKH IS OI[IHKK TOYHOCTI Ta SKOCTI BUSABJICHHS Ta JIOKai3amii 00 €KTiB.

KJIIOYOBI CJIOBA: koM’ t0TepHUii 3ip, BU3HAUSHHs 00’ €KTiB, JoKami3allis 00 €KkTiB, 00pobka nudpoBux 300paxeHb, Kiia-

cudikaris.
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