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#### Abstract

Context. Consideration of a set of examples of practical application of the procedure for identifying overflow of the bit grid of a computer system operating in a non-positional number system in residual classes. The object of the study is the process of processing data represented in the residual class system.

Objective. The goal of the work is to consider and analyze examples of the bit grid overflow definition of a computer system when implementing the operation of adding two numbers in a system of residual classes based on the application of a method for determining the bit grid overflow, based on the use of the concept of number rank.

Method. The specificity of the functioning of a computer system in a system of residual classes requires the implementation of not only modular operations, but also requires the implementation of additional, so-called non-modular operations. Non-modular operations include the operation of determining the overflow of the bit grid of a computer system in the system of residual classes. In a non-positional number system in residual classes, implementing the process of detecting overflow of the bit grid of a computer system is a difficult task to implement. The method considered in the work for determining the overflow of the bit grid is based on the use of positional features of a non-positional code of numbers in the system of residual classes, namely the true and calculated ranks of a number. The process of determining the overflow of the result of the operation of adding two numbers in the system of residual classes has been studied, since this arithmetic operation is the main, basic operation performed by a computer system.

Results. The developed methods are justified theoretically and studied when performing arithmetic modular operations of addition, subtraction and multiplication using tabular procedures.

Conclusions. The main advantage of the presented method is that the process of determining the overflow of the bit grid can be carried out in the dynamics of the computing process of the computer system, i.e. without stopping the solution of the problem. This circumstance makes it possible to reduce the unproductive expenditure of the computer system in the system of residual classes. In addition, this method can be used to control the operation of adding two numbers in the residual class system. This increases the reliability of obtaining the true result of the operation of adding two numbers in the system of residual classes.
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ABBREVIATIONS
CS is a computer system;
MDBGO is method for determining bit grid overflow; PFNC is a positional feature of a non-positional code; PNS is a positional number system;
SCS is a specialized computer system;
SRC is a system in residual classes;
ZC is a zeroing constant.

## NOMENCLATURE

$p_{i}$ is a base (module) SRC, $(i=\overline{1, n})$;
$X$ is a number in the SRC, represented by a set of residues $x_{i}$ modulo $p_{i}$;
$Y$ is a number in the SRC, represented by a set of residues $y_{i}$ modulo $p_{i}$;
$R_{X}$ is a rank of number $X$;
$R_{X}^{(T)}$ is a true rank of number $X ;$
$R_{X}^{(C)}$ is a calculated rank of number $X ;$
$B_{i}$ is a orthogonal basis of the SRC;
$e_{i}$ is a weight of the $i$-th orthogonal basis $B_{i}$;
$P$ is a numerical range of CS in the SRC;
$R_{X+Y}^{(C)}$ is a calculated rank of the sum of two numbers $X$ and $Y$;
$z^{(i)}$ is a minimum ZC for module $p_{i}$;
$X_{n}$ is a zeroing number $X$ (the value of number $X$ as a result of the zeroing procedure);
$q_{i}$ is a number of additions of type $X+z^{(i)} ;$
$\delta_{i}$ is a known quantity that is determined sequentially in the process of transformation (in the process of zeroing) of the original number $X$ into the number $X_{n}$, $(i=\overline{1, n})$.


## INTRODUCTION

Solving a wide class of computational problems by the CS operating in a non-positional number system in the SRC requires additional implementation of non-modular (positional) operations. Positional operations the SRC are those operations that require knowledge of the magnitudes of numbers in the binary PNS [1].Such operations primarily include the following operations: arithmetic and algebraic comparison of numbers, determining the sign of a number, determining the location of a number on the number axis, dividing numbers, operations with the fractional part of numbers, rounding numbers, determining whether the digit grid is overflowed, diagnostics, control and correction of data in the SRC, etc [2]. Accounting for grid overflow is one of the most common problems in the field of computer science and programming. An overflow occurs when the result of a calculation cannot be represented in the current bit grid size, resulting in loss of precision and incorrect values. The consequences of overflowing the bit grid can be catastrophic. Incorrect values can lead to software crashes, data loss, unpredictable behavior, and other problems [3].

Knowledge of the fact that the bit grid is overflowed is also important when implementing in the SRC not only modular, but also various positional operations, since in the SRC the number of bits used to represent numbers is limited. For example, when adding two numbers with the same signs, its sum modulo may be greater in modulus than the maximum number that can be written with a given number of digits and the result of the addition will be incorrect. Also, the availability of information about the overflow of the bit grid is important when determining the true value of the number in the PNS [4-6].

The unsolved problem of effectively determining the overflow of the bit grid in the SRC requires the development and study of MDBGO. Therefore, the scientific task of determining the overflow of the CS bit grid in the SRC is important and relevant. The solution to this problem will contribute to the further theoretical and practical development of machine arithmetic in the non-positional number system in the SRC. This will make it possible to widely use SRC to create ultra-fast, reliable and faulttolerant specialized CS [7].

The object of study is the process of determining the overflow of the result of the operation of adding two numbers in the SRC. The process of determining the overflow of the bit grid when implementing various operations, especially the addition operation in the CS operating in the SRC, affects various aspects of the calculations (implementation complexity, calculation accuracy).

The subject of study is the MDBGO. The method consists of a set of the following operations. The values of the calculated ranks $R_{X}^{(C)}$ and $R_{Y}^{(C)}$ of the summands $X$ and $Y$ are determined, and the calculated value of the rank $R_{X+Y}^{(C)}$ of the result $X+Y$ of the operation of adding two numbers is also determined. By means of orthogonal
bases $B_{i}$ SRC, the true value of the rank $R_{X+Y}^{(T)}$ of the result $X+Y$ of the operation of adding two numbers is determined. A comparison is made between the calculated and true ranks of numbers. A conclusion is made about the presence or absence of overflow of the result of the addition operation.

The purpose of the work is to consider and analyze examples of determining the overflow of the bit grid of the CS when implementing the operation of adding two numbers in the SRC based on the use of a method based on the use of the concept of rank of the number. To achieve the goal of the work, the following tasks are formulated and solved: to formulate the problem, to formulate a criterion for assessing the fact of overflow of the CS bit grid based on the analysis of the ranks of the summands of numbers $X$ and $Y$ in the SRC, to give general and specific (for a given SRC) examples of solving the problem of determining the overflow, to carry out analyze the results obtained and draw conclusions.

## 1 PROBLEM STATEMENT

To implement positional operations in the SRC, including determining the fact of overflow of the bit grid of the CS, various PFNC can be used $[1,8]$. The rank $R_{X}$ of number $X=\left(x_{1}\left\|x_{2}\right\| \ldots \| x_{n}\right)$ in the SRC, represented by the set of residues $x_{i}$ from dividing number $X$ itself by the set of bases $p_{i}(i=\overline{1, n})$ in the SRC, will be used as the PFNC. The SRC defines two types of rank of the number: the true $R_{X}^{(T)}$ and the calculated $R_{X}^{(C)}$ ranks of number $X$. The true rank $R_{X}^{(T)}$ is a natural number that shows how many times the numerical range $P=\prod_{i=1}^{n} p_{i}$ of the CS in the SRC was exceeded during the transition from the representation of the number $X$ in the SRC to its representation in the PNS through a system of orthogonal bases of the form $B_{i}=\frac{e_{i} \cdot P}{p_{i}}(i=\overline{1, n})$, where the value of $e_{i}$ determines the weight of the $i$-th orthogonal basis $B_{i}$ SRC [1, 9].

Let the SRC be given by its bases $p_{i}(i=\overline{1, n})$. This SRC uniquely corresponds to a system of orthogonal bases $\quad B_{i}(i=\overline{1, n}), \quad$ for $\quad$ which the equality $X_{P N S}=\left\{\sum_{i=1}^{n} x_{i} \cdot B_{i}\right\} \bmod P$ holds. This ratio can also be represented as $X_{P N S}=\sum_{i=1}^{n} x_{i} \cdot B_{i}-R_{X}^{(T)} \cdot P$. The rank of the number, which is the result of an arithmetic operation, obtained from the ranks of numbers, is called the calculated rank of the number.

To achieve the result of the study, it is necessary to consider specific examples of identifying the fact of over-
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flow of the CS bit grid based on the ranks of numbers $X$ and $Y$ in the SRC. In turn, the task of determining the overflow of the CS bit grid in the SRC is implemented by determining and comparing the calculated $R_{X+Y}^{(C)}$ and true $R_{X+Y}^{(T)}$ ranks of the number $X+Y$ in the SRC. If the condition $R_{X+Y}^{(C)}=R_{X+Y}^{(T)}$, is satisfied then it is considered that there is no overflow. Otherwise, i.e. when $R_{X+Y}^{(C)} \neq R_{X+Y}^{(T)}$, there is an overflow of the CS bit grid in the SRC.

## 2 REVIEW OF THE LITERATURE

One of the reasons for overflowing the bit grid is the use of large numerical values in the implemented operations. For example, when adding two numbers, if the result exceeds the maximum allowed value, an overflow occurs. Overflow can also occur when implementing other arithmetic operations. To solve the problem of eliminating the negative influence of the bit grid overflow process, there are various approaches [10-12].

At the same time, the problem of overflow of the bit grid has not yet been completely solved, since most methods for determining overflow lead to an increase in the amount of memory and slow down the calculation process in the CS [13]. Depending on the specific requirements and characteristics of the problem, the choice of method for solving the scientific problem of bit grid overflow may vary. It is important to consider both accuracy and performance and find a balance between them to achieve optimal results. Due to the relevance and unsolved nature of this problem, computer scientists are in search of effective methods and procedures for determining and eliminating the consequences of the process of overflowing the CS bit grid.

Modern publications increasingly contain various innovative methods for determining overflow when implementing various operations in a CS. Software-based architectural bound-checking based on boundary bits (bounds checking bits) that detects and prevents buffer overflows [14] results in increased memory requests to dynamically check object bindings using a boundary bit. This leads to an increase in the amount of allocated memory and affects the performance of the computer system, since one of the key aspects of increasing the performance of any software system is the efficient allocation of memory and the release of resources.

Also, to solve the problem of overflowing the bit grid, a method based on the use of modified codes is widely used [16-17]. Modification of codes consists in introducing an additional digit, which is located before the sign one. This bit is often called an overflow bit. When using various algorithms, modified codes may contain two sign bits. Article [18] presents a bidirectional overflow digital correction algorithm with a single bit redundancy used in the pipeline $A / D$ converters. The disadvantage of all methods based on various modified codes is the expansion of the bit grid by at least one bit.

[^0]The possibility of using hardware methods to solve the overflow problem is being widely explored. In [19] considers using an $N$ bit result integer multiplier with overflow detector indicating an $N$ bit multiplication result and overflow status with an $N$ bit multiplier and multiplicand input. The overflow is determined by the lower $N$ bit result of multiplication and the number of leading sign bits of the multiplier and the multiplicand. The proposed method to prevent the bit grid from overflowing when implementing a multiplication (exponentiation) operation, with a slight decrease in performance during this operation.

To prevent overflow of the bit grid, it is necessary to take measures to optimize existing methods and develop new ones [20]. An analysis of publications in this area has shown that it is necessary to develop methods and procedures aimed at identifying and eliminating the negative consequences of overflows when implementing various operations in a computer system, which does not reduce the overall performance of the computer system, which depends on the speed of execution of these operations. This task also applies to the CS in the SRC.

## 3 MATERIALS AND METHODS

Since in this work the rank of a number as a PFNC was used, therefore, in the process of identifying overflow of the bit grid of the CS, it is very important to calculate the ranks of numbers $X$ and $Y$. Based on this, an important task is to consider specific examples of identifying facts of overflow of the CS bit grid based on the use of the calculated ranks $R_{X}^{(C)}$ and $R_{Y}^{(C)}$ of numbers $X$ and $Y$.

Let's consider the procedure for determining the calculated rank of the sum of two numbers in the SRC [1]. If two numbers $\quad X=\left(x_{1}\left\|x_{2}\right\| \ldots \| x_{n}\right) \quad$ and $Y=\left(y_{1}\left\|y_{2}\right\| \ldots \| y_{n}\right)$ are given in the SRC with the corresponding calculated ranks $R_{X}^{(C)}$ and $R_{Y}^{(C)}$ of numbers, then the calculated rank $R_{X+Y}^{(C)}$ of the sum of two numbers $X+Y$ is determined as follows:

$$
\begin{equation*}
R_{X+Y}^{(C)}=R_{X}^{(C)}+R_{Y}^{(C)}-\sum_{i=1}^{n}\left[\frac{x_{i}+y_{i}}{p_{i}}\right] \cdot e_{i} . \tag{1}
\end{equation*}
$$

Let's show the correctness of expression (1). Let's write expressions for determining the numbers $X$ and $Y$ in the PNS using true ranks:

$$
\begin{align*}
& X_{P N S}=\sum_{i=1}^{n} x_{i} \cdot B_{i}-R_{X}^{(T)} \cdot P,  \tag{2}\\
& Y_{P N S}=\sum_{i=1}^{n} y_{i} \cdot B_{i}-R_{Y}^{(T)} \cdot P . \tag{3}
\end{align*}
$$

Let's add two expressions (2) and (3) and get:

$$
X_{P N S}+Y_{P N S}=\sum_{i=1}^{n} x_{i} \cdot B_{i}-R_{X}^{(T)} \cdot P+\sum_{i=1}^{n} y_{i} \cdot B_{i}-R_{Y}^{(T)} \cdot P,
$$

or

$$
\begin{equation*}
X_{P N S}+Y_{P N S}=\sum_{i=1}^{n}\left(x_{i}+y_{i}\right) \cdot B_{i}-\left(R_{X}^{(T)}+R_{Y}^{(T)}\right) \cdot P . \tag{4}
\end{equation*}
$$

On the other hand, based on the rule for calculating the sum of two numbers in the SRC for each corresponding SRC base can be written that:

$$
\begin{gather*}
X+Y=\left\{\left(x_{1}+y_{1}-\left[\frac{x_{1}+y_{1}}{p_{1}}\right] \cdot e_{1}\right),\right. \\
\left(x_{2}+y_{2}-\left[\frac{x_{2}+y_{2}}{p_{2}}\right] \cdot e_{2}\right), \ldots  \tag{5}\\
\left.\ldots,\left(x_{n}+y_{n}-\left[\frac{x_{n}+y_{n}}{p_{n}}\right] \cdot e_{n}\right)\right\}
\end{gather*}
$$

Expression (5) when using expression (2) can be represented as:

$$
\begin{equation*}
X+Y=\sum_{i=1}^{n}\left(\left\{\left(x_{i}+y_{i}\right)-\left[\frac{x_{i}+y_{i}}{p_{i}}\right] \cdot e_{i}\right\}\right) \cdot B_{i}-R_{X+Y}^{(T)} \cdot P . \tag{6}
\end{equation*}
$$

Let's transform expression (6), taking into account the fact that the orthogonal basis SRC is represented as $B_{i}=\frac{e_{i} \cdot P}{p_{i}}$. As a result, the following expression can be obtained:

$$
\begin{equation*}
X+Y=\sum_{i=1}^{n}\left(x_{i}+y_{i}\right) \cdot B_{i}-\sum_{i=1}^{n}\left[\frac{x_{i}+y_{i}}{p_{i}}\right] \cdot e_{i} \cdot B_{i}-R_{X+Y}^{(T)} \cdot P, \tag{7}
\end{equation*}
$$

or

$$
\begin{equation*}
X+Y=\sum_{i=1}^{n}\left(x_{i}+y_{i}\right) \cdot B_{i}-\sum_{i=1}^{n}\left[\frac{x_{i}+y_{i}}{p_{i}}\right] \cdot e_{i} \cdot \frac{e_{i} \cdot P}{p_{i}}-R_{X+Y}^{(T)} \cdot P . \tag{8}
\end{equation*}
$$

Let's compare the right-hand sides of expressions (4) and (8) to check the correctness of expression (1):

$$
\begin{gathered}
\sum_{i=1}^{n}\left(x_{i}+y_{i}\right) \cdot B_{i}-\left(R_{X}^{(T)}+R_{Y}^{(T)}\right) \cdot P= \\
=\sum_{i=1}^{n}\left(x_{i}+y_{i}\right) \cdot B_{i}-\sum_{i=1}^{n}\left[\frac{x_{i}+y_{i}}{p_{i}}\right] \cdot e_{i} \cdot P-R_{X+Y}^{(T)} \cdot P,
\end{gathered}
$$

that is, we have that expression (1) is satisfied (fairly).
Expression (1) is the main analytical expression that allows us to determine the calculated rank of the sum of two numbers $X$ and $Y$ from the values of the calculated ranks of the summands $X$ and $Y$.

It's obvious that:
if $x_{i}+y_{i} \geq p_{i}$ then the integer part of the expression is equal to $\left[\frac{x_{i}+y_{i}}{p_{i}}\right]=1$;
if $x_{i}+y_{i}<p_{i}$ then the integer part of the expression is equal to $\left[\frac{x_{i}+y_{i}}{p_{i}}\right]=0$.

The procedure for determining the calculated rank $R_{X}^{(C)}$ of number $X=\left(x_{1}\left\|x_{2}\right\| \ldots \| x_{n}\right)$ is as follows. First, it needs to present the original number $X=\left(x_{1}\left\|x_{2}\right\| \ldots \| x_{n}\right)$ to a zeroable number of the form $X_{n}=(0\|0\| \ldots \| 0)$. To do this, to the initial number $X=\left(x_{1}\left\|x_{2}\right\| \ldots \| x_{n}\right)$ in the SRC, the rank $R_{X}^{(C)}$ of which must be determined, the socalled ZC , in the form of minimum numbers of the form $z^{(i)}=\left(0\|0\| \ldots\|0\| z_{i}\left\|z_{i+1}\right\| \ldots \| z_{n}\right) \quad(i=\overline{1, n})$, are sequentially added. In this case, this value in the PNS is equal to the value $z_{P N S}^{(i)}=p_{1} \cdot p_{2} \cdot \ldots \cdot p_{i-1}$.

In particular, we find that the ZC has the following form:

$$
\begin{gathered}
z^{(1)}=\min \left(z_{1}^{(1)}\left\|z_{2}^{(1)}\right\| \ldots \| z_{n}^{(1)}\right)=(1\|1\| \ldots \| 1), \\
z^{(2)}=\min \left(0\left\|z_{2}^{(2)}\right\| \ldots \| z_{n}^{(2)}\right)=\left(0\left\|p_{1}\right\| p_{2}\|\ldots\| p_{i-1}\right), \\
z^{(3)}=\min \left(0\|0\| z_{3}^{(3)}\left\|z_{4}^{(3)}\right\| \ldots \| z_{n}^{(3)}\right)=\left\{\left(0\|0\| p_{1} \cdot p_{2}\left(\bmod p_{3}\right) \|\right.\right. \\
\left.\left\|p_{1} \cdot p_{2}\left(\bmod p_{4}\right)\right\| \ldots \| p_{1} \cdot p_{2}\left(\bmod p_{n}\right)\right\},
\end{gathered}
$$

etc., where $z^{(n)}=\left(0\|0\| \ldots\|0\| z_{n}\right)$.
Let's show the procedure for obtaining the value of $X_{n}=(0\|0\| \ldots \| 0)$. At the beginning of the procedure, let's add the $\mathrm{ZC} z^{(1)}=\left(z_{1}^{(1)}\left\|z_{2}^{(1)}\right\| \ldots \| z_{n}^{(1)}\right)$ to the initial number $X$ as many times as necessary to satisfy the condition $x_{1}=0$. Let this require $q_{1}$ additions of type $X+z^{(1)}$. In this case, we get that $X_{1}=X+q_{1} \cdot z^{(1)}$. As a result, the resulting number $X_{1}$ has an intermediate calculated rank $R_{X_{1}}^{(C)}$ (the intermediate calculated rank is the calculated rank of the number, which is sequentially formed in the process of obtaining the value $\left.X_{n}=(0\|0\| \ldots \| 0)\right)$.

Then, we obtain that $R_{X_{1}}^{(C)}=R_{X}^{(C)}+\delta_{1}$, where $\delta_{1}$ is a known value. Next, we add $q_{2}$ times the value of the ZC $z^{(2)}=\left(0\left\|z_{2}^{(2)}\right\| \ldots \| z_{n}^{(2)}\right)$ with the number $X_{1}$ until we obtain a zero residue to the base $p_{2}$, i.e. we obtain $x_{2}=0$. So we have a number $X_{2}=X_{1}+q_{2} \cdot z^{(2)}$ with an intermediate rank $R_{X_{2}}^{(C)}=R_{X_{1}}^{(C)}+\delta_{2}$, where $\delta_{2}$ is a known value. The algorithm for obtaining the number $X_{n}=(0\|0\| \ldots \| 0)$ can be represented by the following expressions:

$$
\left\{\begin{array}{c}
X_{1}=X+q_{1} \cdot z^{(1)}, R_{X_{1}}^{(C)}=R_{X}^{(C)}+\delta_{1} ; \\
X_{2}=X_{1}+q_{2} \cdot z^{(2)}, R_{X_{2}}^{(X)}=R_{X_{1}}^{(C)}+\delta_{2} ; \\
\ldots  \tag{9}\\
X_{i}=X_{i-1}+q_{i} \cdot z^{(i)}, R_{X_{i}}^{(C)}=R_{X_{i-1}}^{(C)}+\delta_{i} ; \\
\ldots \\
X_{n}=X_{n-1}+q_{n} \cdot z^{(n)}, R_{X_{n}}^{(C)}=R_{X_{n-1}}^{(C)}+\delta_{n} .
\end{array}\right.
$$

Continuing the procedure for all remainders of the number $X$, the result is the number $X_{n}=(0\|0\| \ldots \| 0)=P$. In accordance with expression (2) we have that:

$$
\begin{gather*}
X_{P N S}=\sum_{i=1}^{n} x_{i} \cdot B_{i}-R_{X}^{(T)} \cdot P, \\
X_{n}=\sum_{i=1}^{n} x_{i} \cdot B_{i}-R_{X_{n}}^{(T)} \cdot P, \\
(0\|0\| \ldots \| 0)=\sum_{i=1}^{n} x_{i} \cdot B_{i}-R_{X_{n}}^{(T)} \cdot P, \\
P=0-R_{X_{n}}^{(T)} \cdot P, \\
R_{X_{n}}^{(T)}=-1 . \tag{10}
\end{gather*}
$$

Thus, the true rank $R_{X_{n}}^{(T)}$ of the zeroable number $X_{n}=(0\|0\| \ldots \| 0)$ is equal to -1 . On the other hand, it was shown in expression (9) that the calculated rank $R_{X_{n}}^{(C)}$ of the zeroable number $X_{n}$ is equal to $R_{X_{n-1}}^{(C)}+\delta_{n}$. Since the value of the calculated rank $R_{X_{n}}^{(C)}$ must coincide with the true rank $R_{X_{n}}^{(T)}$, then the last expression of the ratio (9) and (10) must coincide:

$$
\begin{equation*}
R_{X_{n}}^{(C)}=R_{X_{n}}^{(T)} \Rightarrow R_{X_{n}}^{(C)}=-1 \tag{11}
\end{equation*}
$$

or expression (11) can be written as:

$$
\begin{equation*}
R_{X_{n-1}}^{(C)}+\delta_{n}=-1 \Rightarrow R_{X_{n-1}}^{(C)}=-1-\delta_{n} . \tag{12}
\end{equation*}
$$

## 4 EXPERIMENTS

The theoretical basis for creating an experimental research base is scientific material, which is presented in the relevant sections of number theory and is also presented as the result of the proof of the Chinese remainder theorem [21]. In this case, the initial data for conducting the experiment are presented in the form of a set of bases (modules) of the SRC. SRC bases are a set of mutually prime numbers. As an experiment, this work presents the content and discusses the description of the structure of the method for determining the overflow of the CS bit grid in the SRC.

The general scheme of the experiment to determine the overflow of the bit grid of the CS, when implementing the operation of adding two numbers in the SRC [22], is presented in the following form:
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1. Using the zeroing procedure based on the minimum ZCs $z^{(i)}$ SRC, the values of the calculated ranks $R_{X}^{(C)}$ and $R_{Y}^{(C)}$ of numbers are determined. A comparison is made between the calculated and true ranks of numbers.
2. Using the minimum ZCs $z^{(i)}$ SRC and calculated ranks values $R_{X}^{(C)}$ and $R_{Y}^{(C)}$ of numbers $X$ and $Y$, according to expression (1), the calculated value $R_{X+Y}^{(C)}$ of the rank of the result $X+Y$ of the operation of adding two numbers is determined.
3. By means of orthogonal bases $B_{i}$ SRC, the true value of the rank $R_{X+Y}^{(T)}$ of the result of the operation of adding two numbers $X+Y$ is determined.
4. A comparison is made between the calculated and true ranks of numbers. A conclusion is made about the fact of the bit grid overflow of the result of the addition operation according to the rank comparison criterion.

The work, as an experiment, provides a set of specific examples of the use of MDBGO. The results of the experiment showed the practical significance of the method under consideration. In addition, based on the use of the main results of the experiments, the State Patent of Ukraine for a utility model No. 129125, G06F 11/08 "Device for monitoring the result $A+B$ of the addition of two numbers $A$ and $B$ in the system of residual classes" (published 10.25.2018, Bull. No. 20) was obtained, authors: Krasnobayev V. A., Yanko A. S. et al. This device contains blocks for determining the calculated and true values of the ranks of the result of the operation of adding two numbers. Also this device also contains a block for comparing the calculated and true ranks of numbers in the SRC. The invention is based on the use of MDBGO. The purpose of this invention is to reduce the control time of the modular operation of addition of two numbers presented in the SRC. The goal is achieved by combining in time data processing operations in blocks for determining the calculated and true values of the ranks of numbers. This increases the efficiency of monitoring the implementation of the modular operation of adding of numbers. Thus, the above described allows, in addition to implementing the main function, to additionally use MDBGO to control the procedure for adding numbers in the SRC. This indicates the versatility of using the method discussed in the article. The presence of a patent confirms the global novelty and practical significance of some of the scientific results obtained in the article. Some results obtained in the article are an undoubted contribution to the theory and practice of non-positional machine arithmetic. The results obtained in the article can be used when creating a CS in the SRC.

## 5 RESULTS

In accordance with the procedure for determining the rank of a number, let's consider examples of determining the calculated rank $R_{X}^{(C)}$ of number $X=\left(x_{1}\left\|x_{2}\right\| \ldots \| x_{n}\right)$ presented in a specific SRC. To the initial number $X=\left(x_{1}\left\|x_{2}\right\| \ldots \| x_{n}\right)$ in the SRC, the calculated rank $R_{X}^{(C)}$
of which must be determined, let's successively add the minimum ZCs $z^{(i)}$ until we ultimately obtain the zeroable number $X_{n}=(0\|0\| \ldots \| 0)$, the intermediate calculated rank $R_{X_{n}}^{(C)}$, which from expression (11) is equal to $R_{X_{n}}^{(C)}=-1$. Next, using orthogonal bases, the true rank of the number is determined.

Let's give examples of determining the calculated rank $R_{X}^{(C)}$ of a number $X$. Table 1 presents the SRC bases $\left\{p_{i}\right\}, i=\overline{1,3}$, orthogonal bases $B_{i}$ of the bases and its weights $e_{i}$. In Table 2, for a given SRC , the minimum ZCs $z^{(i)}$ and its ranks $R_{z^{(i)}}$ are given. For the SRC under consideration, the volume of the range of representable numbers is equal to $P=\prod_{i=1}^{3} p_{i}=3 \cdot 5 \cdot 7=105$.

Table 1 - Values of the SRC bases and orthogonal bases

| $p_{1}=3$ | $p_{2}=5$ | $p_{3}=7$ |
| :---: | :---: | :---: |
| $e_{1}=2$ | $e_{2}=1$ | $e_{3}=1$ |
| $B_{1}=70$ | $B_{2}=21$ | $B_{3}=15$ |

Table 2 - Values of minimum ZCs and its ranks

| $z^{(1)}=(1\\|1\\| 1)$ | $z^{(2)}=(0\\|3\\| 3)$ | $z^{(3)}=(0\\|0\\| 1)$ |
| :---: | :---: | :---: |
| $R_{z^{(1)}}=1$ | $R_{z^{(2)}}=1$ | $R_{z^{(3)}}=0$ |

The ranks $R_{z^{(i)}}$ of the minimum ZCs $z^{(i)}$ are calculated in advance using expression (2). Let's determine the values of the minimum constants for the SRC specified in Table 1:

$$
\begin{gathered}
z^{(1)}=(1\|1\| 1)=1 \cdot B_{1}+1 \cdot B_{2}+1 \cdot B_{3}=1 \cdot 70+1 \cdot 21+1 \cdot 15= \\
=(70+21+15) \bmod 105=106 \bmod 105= \\
=\sum_{i=1}^{n} z_{i} \cdot B_{i}-R_{z^{(1)}} \cdot P=106-R_{z^{(1)}} \cdot P=106-1 \cdot 105 .
\end{gathered}
$$

to comply with the above equality, it comes out to $R_{z^{(1)}}=1$ (Table 2).

$$
z^{(2)}=(0\|3\| 3)=0 \cdot B_{1}+3 \cdot B_{2}+3 \cdot B_{3}=
$$

$=0 \cdot 70+3 \cdot 21+3 \cdot 15=(0+63+45) \bmod 105=108 \bmod 105=$

$$
=\sum_{i=1}^{n} z_{i} \cdot B_{i}-R_{z^{(2)}} \cdot P=108-R_{z^{(2)}} \cdot P=108-1 \cdot 105
$$

to comply with the above equality, it comes out to $R_{z^{(2)}}=1$ (Table 2).

$$
\begin{gathered}
z^{(3)}=(0\|0\| 1)=0 \cdot B_{1}+0 \cdot B_{2}+1 \cdot B_{3}= \\
=0 \cdot 70+0 \cdot 21+1 \cdot 15=(0+0+15) \bmod 105=15 \bmod 105= \\
=\sum_{i=1}^{n} z_{i} \cdot B_{i}-R_{z^{(3)}} \cdot P=15-R_{z^{(3)}} \cdot 105=15-0 \cdot 105
\end{gathered}
$$

to comply with the above equality, it comes out to $R_{z^{(3)}}=0$ (Table 2).

Example 1. Determine the calculated rank $R_{X}^{(C)}$ of the number $X=(2\|1\| 1)=71$.

First stage. Determination of the calculated rank of the number in the SRC.

Let's reset the residue $x_{1}=2$ to zero according to the first module $p_{1}=3$. Let's add the number $X$ and minimum ZC $z^{(1)}=(1\|1\| 1)$ and get:

$$
X_{1}=X+z^{(1)}=(2\|1\| 1)+(1\|1\| 1)=(0\|2\| 2)
$$

The rank of the sum will be determined by expression (1), where instead of the rank of the number $Y$ the value of the rank of the minimum $\mathrm{ZC} z^{(i)}$ will be used:

$$
\begin{equation*}
R_{X_{i}}^{(C)}=R_{X_{i-1}}^{(C)}+R_{z^{(i)}}-\sum_{i=1}^{3}\left[\frac{x_{i}+z_{j}^{(i)}}{p_{i}}\right] \cdot e_{i}, \tag{13}
\end{equation*}
$$

where $[k]$ is the integer part of the number $k$, not less than it; $R_{z^{(i)}}$ is the calculated rank of minimum ZC $z^{(i)}$ (Table 2); $z_{j}^{(i)}$ is the value of the $j$-th residue, $j=\overline{1, n}$ (in this case $j=\overline{1,3}$ ) of the $i$-th minimum ZC.

Based on expression (13), the following calculated value of the rank of the number $X_{1}$ can be obtained:

$$
\begin{aligned}
& R_{X_{1}}^{(C)}=R_{X}^{(C)}+R_{z^{(1)}}-\sum_{i=1}^{3}\left[\frac{x_{i}+z_{j}^{(1)}}{p_{i}}\right] \cdot e_{i}=R_{X}^{(C)}+R_{z^{(1)}}- \\
& -\left\{\left[\frac{x_{1}+z_{1}^{(1)}}{p_{1}}\right] \cdot e_{1}+\left[\frac{x_{2}+z_{2}^{(1)}}{p_{2}}\right] \cdot e_{2}+\left[\frac{x_{3}+z_{3}^{(1)}}{p_{3}}\right] \cdot e_{3}\right\}= \\
& =\left(R_{X}^{(C)}+1\right)-\left\{\left[\frac{2+1}{3}\right] \cdot 2+\left[\frac{1+1}{5}\right] \cdot 1+\left[\frac{1+1}{7}\right] \cdot 1\right\}= \\
& =R_{X}^{(C)}+1-(1 \cdot 2+0 \cdot 1+0 \cdot 1)=R_{X}^{(C)}+1-2=R_{X}^{(C)}-1 .
\end{aligned}
$$

In this case, there was one transition through the first base $p_{1}$ (expression (9)).

Let's reset the residue $x_{2}=2$ to zero according to the second module $p_{2}=5$ of the number $X_{1}=(0\|2\| 2)$. Let's add the number $X_{1}$ and minimum ZC $z^{(2)}=(0| | 3| | 3)$ and get:

$$
X_{2}=X_{1}+z^{(2)}=(0\|2\| 2)+(0\|3\| 3)=(0\|0\| 5)
$$

The calculated rank of the number $X_{2}$ is determined as:

$$
\begin{gathered}
R_{X_{2}}^{(C)}=R_{X_{1}}^{(C)}+R_{z^{(2)}}-\sum_{i=1}^{3}\left[\frac{x_{i}+z_{j}^{(2)}}{p_{i}}\right] \cdot e_{i}=\left(R_{X}^{(C)}-1\right)+ \\
+R_{z^{(2)}}=\left\{\left[\frac{x_{1}+z_{1}^{(2)}}{p_{1}}\right] \cdot e_{1}+\left[\frac{x_{2}+z_{2}^{(2)}}{p_{2}}\right] \cdot e_{2}+\left[\frac{x_{3}+z_{3}^{(2)}}{p_{3}}\right] \cdot e_{3}\right\}= \\
=\left(R_{X}^{(C)}-1\right)+1-\left\{\left[\frac{0+0}{3}\right] \cdot 2+\left[\frac{2+3}{5}\right] \cdot 1+\left[\frac{2+3}{7}\right] \cdot 1\right\}= \\
=R_{X}^{(C)}-1+1-0 \cdot 2-1 \cdot 1-0 \cdot 1=R_{X}^{(C)}-1 .
\end{gathered}
$$

In this case, there was one transition through the second base $p_{2}$.

Let's reset the residue $x_{3}=5$ to zero according to the third module $p_{3}=7$ of the number $X_{2}=(0\|0\| 5)$. Let's add the number $X_{2}$ and minimum $\mathrm{ZC} \quad z^{(3)}=(0\|0\| 1)$ and get:

$$
X_{3}=X_{2}+z^{(3)}=(0\|0\| 5)+(0\|0\| 1)=(0\|0\| 6) .
$$

The calculated rank of the number $X_{3}$ is determined as:

$$
\begin{gathered}
R_{X_{3}}^{(C)}=R_{X_{2}}^{(C)}+R_{z^{(3)}}-\sum_{i=1}^{3}\left[\frac{x_{i}+z_{j}^{(3)}}{p_{i}}\right] \cdot e_{i}=\left(R_{X}^{(C)}-1\right)+ \\
+R_{z^{(3)}}-\left\{\left[\frac{x_{1}+z_{1}^{(3)}}{p_{1}}\right] \cdot e_{1}+\left[\frac{x_{2}+z_{2}^{(3)}}{p_{2}}\right] \cdot e_{2}+\left[\frac{x_{3}+z_{3}^{(3)}}{p_{3}}\right] \cdot e_{3}\right\}= \\
=\left(R_{X}^{(C)}-1\right)+0-\left\{\left[\frac{0+0}{3}\right] \cdot 2+\left[\frac{0+0}{5}\right] \cdot 1+\left[\frac{5+1}{7}\right] \cdot 1\right\}= \\
=R_{X}^{(C)}-1+0-0-0-0=R_{X}^{(C)}-1 .
\end{gathered}
$$

Since the residue $x_{3}=6$ of the number $X_{3}=(0\|0\| 6)$ has not been reset to zero, let's add the value $z^{(3)}$ again:

$$
X_{n}=X_{3}+z^{(3)}=(0\|0\| 6)+(0\|0\| 1)=(0\|0\| 0) .
$$

The calculated rank of the zeroable number $X_{n}$ is determined as:

$$
\begin{gathered}
R_{X_{n}}^{(C)}=R_{X_{3}}^{(C)}+R_{z^{(3)}}-\sum_{i=1}^{3}\left[\frac{x_{i}+z_{j}^{(3)}}{p_{i}}\right] \cdot e_{i}=\left(R_{X}^{(C)}-1\right)+ \\
+R_{z^{(3)}}-\left\{\left[\frac{x_{1}+z_{1}^{(3)}}{p_{1}}\right] \cdot e_{1}+\left[\frac{x_{2}+z_{2}^{(3)}}{p_{2}}\right] \cdot e_{2}+\left[\frac{x_{3}+z_{3}^{(3)}}{p_{3}}\right] \cdot e_{3}\right\}= \\
=\left(R_{X}^{(C)}-1\right)+0-\left\{\left[\frac{0+0}{3}\right] \cdot 2+\left[\frac{0+0}{5}\right] \cdot 1+\left[\frac{6+1}{7}\right] \cdot 1\right\}= \\
=R_{X}^{(C)}-1+0-0-0-1 \cdot 1=R_{X}^{(C)}-2 .
\end{gathered}
$$

In this case, there was one transition through the third base $p_{3}$.

In accordance with expression (11) we have that:
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$$
R_{X_{n}}^{(C)}=-1 \rightarrow R_{X}^{(C)}-2=-1 \rightarrow R_{X}^{(C)}=1 .
$$

Second stage. Determination of the true rank of the number in the SRC.

The true rank $R_{X}^{(T)}$ of number $X$ is determined using orthogonal bases $B_{i}$ (Table 1) and expression (2):

$$
\begin{gathered}
X=(2\|1\| 1)=x_{1} \cdot B_{1}+x_{2} \cdot B_{2}+x_{3} \cdot B_{3}= \\
=2 \cdot B_{1}+1 \cdot B_{2}+1 \cdot B_{3}=2 \cdot 70+1 \cdot 21+1 \cdot 15= \\
=(2 \cdot 70+1 \cdot 21+1 \cdot 15) \bmod 105=176 \bmod 105= \\
=X_{P N S}=\sum_{i=1}^{n} x_{i} \cdot B_{i}-R_{X}^{(T)} \cdot P= \\
=176 \bmod 105=176-R_{X}^{(T)} \cdot P= \\
=176-1 \cdot 105=176-105=71 .
\end{gathered}
$$

Thus, the true of the number $X=(2\|1\| 1)=71$ is $R_{X}^{(T)}=1$.

Third stage. Checking the reliability of obtaining the rank of the number in the SRC.

Let's compare the calculated $R_{X}^{(C)}$ and true $R_{X}^{(T)}$ ranks of the number $X$. Obviously, $R_{X}^{(C)}=R_{X}^{(T)}=1$.

Conclusions. So, since the calculated $R_{X}^{(C)}$ and true $R_{X}^{(T)}$ ranks of the number $X$ are equal, then the calculated rank $R_{X}^{(C)}$ is determined correctly.

Example 2. Determine the calculated rank $R_{X}^{(C)}$ of the number $X=(1\|1\| 5)=61$.

First stage. Determination of the calculated rank of the number in the SRC.

Let's reset the residue $x_{1}=1$ to zero according to the first module $p_{1}=3$. Let's add the number $X$ and minimum ZC $z^{(1)}=(1\|1\| 1)$ and get:

$$
X_{1}=X+z^{(1)}=(1\|1\| 5)+(1\|1\| 1)=(2\|2\| 6)
$$

The calculated rank of the number $X_{1}$ will be determined by expression (13):

$$
\begin{aligned}
& R_{X_{1}}^{(C)}=R_{X}^{(C)}+R_{z^{(1)}}-\sum_{i=1}^{3}\left[\frac{x_{i}+z_{j}^{(1)}}{p_{i}}\right] \cdot e_{i}=R_{X}^{(C)}+R_{z^{(1)}}- \\
& -\left\{\left[\frac{x_{1}+z_{1}^{(1)}}{p_{1}}\right] \cdot e_{1}+\left[\frac{x_{2}+z_{2}^{(1)}}{p_{2}}\right] \cdot e_{2}+\left[\frac{x_{3}+z_{3}^{(1)}}{p_{3}}\right] \cdot e_{3}\right\}= \\
& =R_{X}^{(C)}+1-\left\{\left[\frac{1+1}{3}\right] \cdot 2+\left[\frac{1+1}{5}\right] \cdot 1+\left[\frac{5+1}{7}\right] \cdot 1\right\}= \\
& =R_{X}^{(C)}+1-0 \cdot 2-0 \cdot 1-0 \cdot 1=R_{X}^{(C)}+1 .
\end{aligned}
$$

Since the residue $x_{1}$ of the number has not been reset to zero, let's add the value $z^{(1)}$ again:

$$
X_{2}=X_{1}+z^{(1)}=(2\|2\| 6)+(1\|1\| 1)=(0\|3\| 0) .
$$

OPEN ACCESS

The calculated rank of the number $X_{2}$ is determined as:

$$
\begin{gathered}
R_{X_{2}}^{(C)}=R_{X_{1}}^{(C)}+R_{z^{(1)}}-\sum_{i=1}^{3}\left[\frac{x_{i}+z_{j}^{(1)}}{p_{i}}\right] \cdot e_{i}=\left(R_{X}^{(C)}+1\right)+R_{z^{(1)}}- \\
-\left\{\left[\frac{x_{1}+z_{1}^{(1)}}{p_{1}}\right] \cdot e_{1}+\left[\frac{x_{2}+z_{2}^{(1)}}{p_{2}}\right] \cdot e_{2}+\left[\frac{x_{3}+z_{3}^{(1)}}{p_{3}}\right] \cdot e_{3}\right\}= \\
=\left(R_{X}^{(C)}+1\right)+1-\left\{\left[\frac{2+1}{3}\right] \cdot 2+\left[\frac{2+1}{5}\right] \cdot 1+\left[\frac{6+1}{7}\right] \cdot 1\right\}= \\
=R_{X}^{(C)}+1+1-1 \cdot 2-0 \cdot 1-1 \cdot 1=R_{X}^{(C)}-1 .
\end{gathered}
$$

In this case, two transitions took place through the first base $p_{1}$ and through the third base $p_{3}$.

Let's reset the residue $x_{2}=2$ to zero according to the second module $p_{2}=5$ of the number $X_{2}=(0\|3\| 0)$. Let's add the number $X_{2}$ and minimum ZC $z^{(2)}=(0\|3\| 3)$ and get:

$$
X_{3}=X_{2}+z^{(2)}=(0\|3\| 0)+(0\|3\| 3)=(0\|1\| 3)
$$

The calculated rank of the number $X_{3}$ is determined as:

$$
\begin{gathered}
R_{X_{3}}^{(C)}=R_{X_{2}}^{(C)}+R_{z^{(2)}}-\sum_{i=1}^{3}\left[\frac{x_{i}+z_{j}^{(2)}}{p_{i}}\right] \cdot e_{i}=\left(R_{X}^{(C)}-1\right)+ \\
+R_{z^{(2)}}-\left\{\left[\frac{x_{1}+z_{1}^{(2)}}{p_{1}}\right] \cdot e_{1}+\left[\frac{x_{2}+z_{2}^{(2)}}{p_{2}}\right] \cdot e_{2}+\left[\frac{x_{3}+z_{3}^{(2)}}{p_{3}}\right] \cdot e_{3}\right\}= \\
=\left(R_{X}^{(C)}-1\right)+1-\left\{\left[\frac{0+0}{3}\right] \cdot 2+\left[\frac{3+3}{5}\right] \cdot 1+\left[\frac{0+3}{7}\right] \cdot 1\right\}= \\
=R_{X}^{(C)}-1+1-0 \cdot 2-1 \cdot 1-0 \cdot 1=R_{X}^{(C)}-1
\end{gathered}
$$

So, since the residue $x_{2}$ of the number $X_{3}=(0\|1\| 3)$ has not been reset to zero, then let's add the value $z^{(2)}$ again:

$$
X_{4}=X_{3}+z^{(2)}=(0\|1\| 3)+(0\|3\| 3)=(0\|4\| 6)
$$

The calculated rank of the number $X_{4}$ is determined as:

$$
\begin{gathered}
R_{X_{4}}^{(C)}=R_{X_{3}}^{(C)}+R_{z^{(2)}}-\sum_{i=1}^{3}\left[\frac{x_{i}+z_{j}^{(2)}}{p_{i}}\right] \cdot e_{i}=\left(R_{X}^{(C)}-1\right)+ \\
+R_{z^{(2)}}-\left\{\left[\frac{x_{1}+z_{1}^{(2)}}{p_{1}}\right] \cdot e_{1}+\left[\frac{x_{2}+z_{2}^{(2)}}{p_{2}}\right] \cdot e_{2}+\left[\frac{x_{3}+z_{3}^{(2)}}{p_{3}}\right] \cdot e_{3}\right\}= \\
=\left(R_{X}^{(C)}-1\right)+1-\left\{\left[\frac{0+0}{3}\right] \cdot 2+\left[\frac{1+3}{5}\right] \cdot 1+\left[\frac{3+3}{7}\right] \cdot 1\right\}= \\
=R_{X}^{(C)}-1+1-0 \cdot 2-0 \cdot 1-0 \cdot 1=R_{X}^{(C)} .
\end{gathered}
$$

There are no transitions along the bases. Since the residue $x_{2}$ of the number $X_{4}=(0\|4\| 6)$ has not been reset to zero, let's add the value $z^{(2)}$ again:

$$
X_{5}=X_{4}+z^{(2)}=(0| | 4| | 6)+(0\|3\| 3)=(0| | 2| | 2) .
$$

The calculated rank of the number $X_{5}$ is determined as:

$$
\begin{gathered}
R_{X_{5}}^{(C)}=R_{X_{4}}^{(C)}+R_{z^{(2)}}-\sum_{i=1}^{3}\left[\frac{x_{i}+z_{j}^{(2)}}{p_{i}}\right] \cdot e_{i}= \\
=R_{X}^{(C)}+1-\left\{\left[\frac{0+0}{3}\right] \cdot 2+\left[\frac{4+3}{5}\right] \cdot 1+\left[\frac{6+3}{7}\right] \cdot 1\right\}= \\
=R_{X}^{(C)}+1-0 \cdot 2-1 \cdot 1-1 \cdot 1=R_{X}^{(C)}+1-2=R_{X}^{(C)}-1 .
\end{gathered}
$$

Since the residue $x_{2}$ has not been reset to zero, the operation of adding two numbers $X_{5}$ and $z^{(2)}$ is implemented again:

$$
X_{6}=X_{5}+z^{(2)}=(0\|2\| 2)+(0\|3\| 3)=(0\|0\| 5) .
$$

The calculated rank of the number $X_{6}$ is determined as:

$$
\begin{aligned}
R_{X_{6}}^{(C)} & =R_{X_{5}}^{(C)}+R_{z^{(2)}}-\sum_{i=1}^{3}\left[\frac{x_{i}+z_{j}^{(2)}}{p_{i}}\right] \cdot e_{i}=\left(R_{X}^{(C)}-1\right)+ \\
& +1-\left\{\left[\frac{0+0}{3}\right] \cdot 2+\left[\frac{2+3}{5}\right] \cdot 1+\left[\frac{2+3}{7}\right] \cdot 1\right\}= \\
& =R_{X}^{(C)}-1+1-0 \cdot 2-1 \cdot 1-0 \cdot 1=R_{X}^{(C)}-1 .
\end{aligned}
$$

In this case, there was one transition through the second base $p_{2}$.

Let's reset the residue $x_{3}=5$ to zero according to the third module $p_{3}=7$ of the number $X_{6}=(0\|0\| 5)$. Let's add the number $X_{6}$ and minimum $\mathrm{ZC} \quad z^{(3)}=(0\|0\| 1)$ and get:

$$
X_{7}=X_{6}+z^{(3)}=(0\|0\| 5)+(0\|0\| 1)=(0\|0\| 6) .
$$

The calculated rank of the number $X_{7}$ is determined as:

$$
\begin{aligned}
& R_{X_{7}}^{(C)}=R_{X_{6}}^{(C)}+R_{z^{(3)}}-\sum_{i=1}^{3}\left[\frac{x_{i}+z_{j}^{(3)}}{p_{i}}\right] \cdot e_{i}=\left(R_{X}^{(C)}-1\right)+ \\
&+R_{z^{(3)}}-\left\{\left[\frac{x_{1}+z_{1}^{(3)}}{p_{1}}\right] \cdot e_{1}+\left[\frac{x_{2}+z_{2}^{(3)}}{p_{2}}\right] \cdot e_{2}+\left[\frac{x_{3}+z_{3}^{(3)}}{p_{3}}\right] \cdot e_{3}\right\}= \\
&=\left(R_{X}^{(C)}-1\right)+0-\left(\left[\frac{0+0}{3}\right] \cdot 2+\left[\frac{0+0}{5}\right] \cdot 1+\left[\frac{5+1}{7}\right] \cdot 1\right)= \\
&=R_{X}^{(C)}-1+0-0 \cdot 2-0 \cdot 1-0 \cdot 1=R_{X}^{(C)}-1 .
\end{aligned}
$$

Since the residue $x_{3}$ has not been reset to zero, the operation of adding two numbers is implemented again:

$$
X_{n}=X_{7}+z^{(3)}=(0\|0\| 6)+(0\|0\| 1)=(0\|0\| 0) .
$$

The calculated rank of the zeroable number $X_{n}$ is determined as:

$$
\begin{gathered}
R_{X_{n}}^{(C)}=R_{X_{7}}^{(C)}+R_{z^{(3)}}-\sum_{i=1}^{3}\left[\frac{x_{i}+z_{j}^{(3)}}{p_{i}}\right] \cdot e_{i}= \\
=\left(R_{X}^{(C)}-1\right)+0-\left(\left[\frac{0+0}{3}\right] \cdot 2+\left[\frac{0+0}{5}\right] \cdot 1+\left[\frac{6+1}{7}\right] \cdot 1\right)= \\
=R_{X}^{(C)}-1+0-0 \cdot 2-0 \cdot 1-1 \cdot 1=R_{X}^{(C)}-2 .
\end{gathered}
$$

In this case, there was one transition through the third base $p_{3}$.

In accordance with expression (11) we have that:

$$
R_{X_{n}}^{(C)}=-1 \rightarrow R_{X}^{(C)}-2=-1 \rightarrow R_{X}^{(C)}=1 .
$$

Second stage. Determination of the true rank of the number in the SRC.

The true rank $R_{X}^{(T)}$ of number $X$ is determined using orthogonal bases $B_{i}$ (Table 1) and expression (2):

$$
\begin{gathered}
X=(1\|1\| 5)=x_{1} \cdot B_{1}+x_{2} \cdot B_{2}+x_{3} \cdot B_{3}= \\
=1 \cdot B_{1}+1 \cdot B_{2}+5 \cdot B_{3}=1 \cdot 70+1 \cdot 21+5 \cdot 15= \\
=(1 \cdot 70+1 \cdot 21+5 \cdot 15) \bmod 105= \\
=166 \bmod 105=166-R_{X}^{(T)} \cdot P= \\
=166-1 \cdot 105=61 .
\end{gathered}
$$

Thus, the true of the number $X=(1\|1\| 5)=71$ is $R_{X}^{(T)}=1$.

Third stage. Checking the reliability of obtaining the rank of the number in the SRC.

Let's compare the calculated $R_{X}^{(C)}$ and true $R_{X}^{(T)}$ ranks of the number $X$. Obviously, $R_{X}^{(C)}=R_{X}^{(T)}=1$.

Conclusions. So, since the calculated $R_{X}^{(C)}$ and true $R_{X}^{(T)}$ ranks of the number $X$ are equal, then the calculated rank $R_{X}^{(C)}$ is determined correctly.

Example 3. Carry out control of the arithmetic operation of addition of two numbers $X=\left(x_{1}\left\|x_{2}\right\| x_{3}\right)=$ $=(2\|4\| 4)=74 \quad$ and $\quad Y=\left(y_{1}\left\|y_{2}\right\| y_{3}\right)=(2\|3\| 1)=8$ presented in the SRC.

In accordance with the procedure described above for determining the rank of a number in the SRC, it is initially necessary to determine the calculated ranks $R_{X}^{(C)}$ and $R_{Y}^{(C)}$ of the summands of the numbers $X$ and $Y$.

First, in accordance with the control method, let's determine the calculated rank $R_{X}^{(C)}$ of the number $X=(2\|4\| 4)=74$.

Let's zero the number $X$ to the first base by adding the value of minimum $\mathrm{ZC} z^{(1)}$ :

$$
X_{1}=X+z^{(1)}=(2\|4\| 4)+(1\|1\| 1)=(0\|5\| 5)
$$

Using expression (13), we obtain:

$$
\begin{aligned}
& R_{X_{1}}^{(C)}=R_{X}^{(C)}+R_{z^{(1)}}-\sum_{i=1}^{3}\left[\frac{x_{i}+z_{j}^{(1)}}{p_{i}}\right] \cdot e_{i}=R_{X}^{(C)}+R_{z^{(1)}}- \\
& -\left\{\left[\frac{x_{1}+z_{1}^{(1)}}{p_{1}}\right] \cdot e_{1}+\left[\frac{x_{2}+z_{2}^{(1)}}{p_{2}}\right] \cdot e_{2}+\left[\frac{x_{3}+z_{3}^{(1)}}{p_{3}}\right] \cdot e_{3}\right\}= \\
& =R_{X}^{(C)}+1-\left\{\left[\frac{2+1}{3}\right] \cdot 2+\left[\frac{4+1}{5}\right] \cdot 1+\left[\frac{4+1}{7}\right] \cdot 1\right\}= \\
& =R_{X}^{(C)}+1-1 \cdot 2-1 \cdot 1-0 \cdot 1=R_{X}^{(C)}+1-3=R_{X}^{(C)}-2 .
\end{aligned}
$$

So, since the residue $x_{3}=5$ has not been reset to zero, then let's add the value $z^{(3)}=(0\|0\| 1)$ :

$$
X_{2}=X_{1}+z^{(3)}=(0\|5\| 5)+(0\|0\| 1)=(0\|0\| 6) .
$$

Using expression (13) let's determine the calculated rank of the number $X_{2}=(0\|0\| 6)$ :

$$
\begin{gathered}
R_{X_{2}}^{(C)}=R_{X_{1}}^{(C)}+R_{z^{(3)}}-\sum_{i=1}^{3}\left[\frac{x_{i}+z_{j}^{(3)}}{p_{i}}\right] \cdot e_{i}= \\
=\left(R_{X}^{(C)}-2\right)+R_{z^{(3)}}-\left\{\left[\frac{0+0}{3}\right] \cdot 2+\left[\frac{0+0}{5}\right] \cdot 1+\left[\frac{5+1}{7}\right] \cdot 1\right\}= \\
=R_{X}^{(C)}-2+0-0 \cdot 2-0 \cdot 1-0 \cdot 1=R_{X}^{(C)}-2 .
\end{gathered}
$$

So, since the residue $x_{3}=6$ has not been reset to zero, then let's add the value $z^{(3)}$ again:

$$
X_{n}=X_{2}+z^{(3)}=(0\|0\| 6)+(0\|0\| 1)=(0\|0\| 0) .
$$

For the zeroable number $X_{n}=(0\|0\| 0)$ according to expression (13) we have the calculated rank equal to:

$$
\begin{gathered}
R_{X_{n}}^{(C)}=R_{X_{2}}^{(C)}+R_{z^{(3)}}-\sum_{i=1}^{3}\left[\frac{x_{i}+z_{j}^{(3)}}{p_{i}}\right] \cdot e_{i}= \\
=\left(R_{X}^{(C)}-2\right)+R_{z^{(3)}}-\left\{\left[\frac{0+0}{3}\right] \cdot 2+\left[\frac{0+0}{5}\right] \cdot 1+\left[\frac{6+1}{7}\right] \cdot 1\right\}= \\
=R_{X}^{(C)}-2+0-0 \cdot 2-0 \cdot 1-1 \cdot 1=R_{X}^{(C)}-3 .
\end{gathered}
$$

Based on expression (11), we can determine the calculated rank $R_{X}^{(C)}$ of the number $X=(2\|4\| 4)=74$ :

$$
R_{X_{n}}^{(C)}=-1 \rightarrow R_{X}^{(C)}-3=-1 \rightarrow R_{X}^{(C)}=2 .
$$

Checking. Let's calculate the true rank $R_{X}^{(T)}$ of number $X=(2\|4\| 4)=74$ using orthogonal bases $B_{i}$ SRC (Table 1). We have that in the PNS:

$$
\begin{aligned}
& X_{P N S}=x_{1} \cdot B_{1}+x_{2} \cdot B_{2}+x_{3} \cdot B_{3}-R_{X}^{(T)} \cdot P= \\
& \quad=2 \cdot 70+4 \cdot 21+4 \cdot 15-2 \cdot 105=74 .
\end{aligned}
$$

So the true rank of the number $X=(2\|4\| 4)=74$ is $R_{X}^{(T)}=2$.

Conclusions. So, as the calculated rank $R_{X}^{(C)}$ of the number $X$ is equal to the true rank $R_{X}^{(T)}$ of the number $X$, i.e. $R_{X}^{(C)}=R_{X}^{(T)}=2$, then the calculated rank is determined correctly.

Let's determine the calculated rank $R_{Y}^{(C)}$ of the second summand $Y=(2\|3\| 1)=8$. First, as for the first summand $X$, let's reduce the number $Y$ to the form $Y_{n}=(0\|0\| 0)$, i.e. let's zero the number $Y$ according to the first base $p_{1}=3$, adding the minimum $\mathrm{ZC} z^{(1)}$ to the original number $Y$ :

$$
Y_{1}=Y+z^{(1)}=(2\|3\| 1)+(1\|1\| 1)=(0\|4\| 2) .
$$

Using expression (13) we determine the calculated rank of the number $Y_{1}=(0\|4\| 2)$ :

$$
\begin{aligned}
& R_{Y_{1}}^{(C)}=R_{Y}^{(C)}+R_{z^{(1)}}-\sum_{i=1}^{3}\left[\frac{y_{i}+z_{j}^{(1)}}{p_{i}}\right] \cdot e_{i}=R_{Y}^{(C)}+1- \\
- & \left\{\left[\frac{y_{1}+z_{1}^{(1)}}{p_{1}}\right] \cdot e_{1}+\left[\frac{y_{2}+z_{2}^{(1)}}{p_{2}}\right] \cdot e_{2}+\left[\frac{y_{3}+z_{3}^{(1)}}{p_{3}}\right] \cdot e_{3}\right\}= \\
& =R_{Y}^{(C)}+1-\left\{\left[\frac{2+1}{3}\right] \cdot 2+\left[\frac{3+1}{5}\right] \cdot 1+\left[\frac{1+1}{7}\right] \cdot 1\right\}= \\
= & R_{Y}^{(C)}+1-1 \cdot 2-0 \cdot 1-0 \cdot 1=R_{Y}^{(C)}+1-2=R_{Y}^{(C)}-1 .
\end{aligned}
$$

So, since the residue $y_{2}=4$ has not been reset to zero, then let's add the value of the minimum ZC $z^{(2)}=(0\|3\| 3)$ :

$$
\begin{gathered}
Y_{2}=Y_{1}+z^{(2)}=(0\|4\| 2)+(0\|3\| 3)=(0\|2\| 5) . \\
R_{Y_{2}}^{(C)}=R_{Y_{1}}^{(C)}+R_{z^{(2)}}-\sum_{i=1}^{3}\left[\frac{y_{i}+z_{j}^{(2)}}{p_{i}}\right] \cdot e_{i}=\left(R_{Y}^{(C)}-1\right)+R_{z^{(2)}}- \\
-\left\{\left[\frac{y_{1}+z_{1}^{(2)}}{p_{1}}\right] \cdot e_{1}+\left[\frac{y_{2}+z_{2}^{(2)}}{p_{2}}\right] \cdot e_{2}+\left[\frac{y_{3}+z_{3}^{(2)}}{p_{3}}\right] \cdot e_{3}\right\}= \\
=\left(R_{Y}^{(C)}-1\right)+1-\left\{\left[\frac{0+0}{3}\right] \cdot 2+\left[\frac{4+3}{5}\right] \cdot 1+\left[\frac{2+3}{7}\right] \cdot 1\right\}= \\
=R_{Y}^{(C)}-1+1-0 \cdot 2-1 \cdot 1-0 \cdot 2=R_{Y}^{(C)}-1 .
\end{gathered}
$$
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After carrying out the stage of zeroing the residue modulo $p_{2}=5$, we obtain the value $y_{2}=2$. Thus, it is necessary to carry out one more time zeroing the residue $y_{2}=2$ of the number $Y_{2}=(0\|2\| 5)$ modulo $p_{2}=5$. Let's add the minimum $\mathrm{ZC} z^{(2)}$ again:

$$
\begin{gathered}
Y_{3}=Y_{2}+z^{(2)}=(0\|2\| 5)+(0\|3\| 3)=(0\|0\| 1) . \\
R_{Y_{3}}^{(C)}=R_{Y_{2}}^{(C)}+R_{z^{(2)}}-\sum_{i=1}^{3}\left[\frac{y_{i}+z_{j}^{(2)}}{p_{i}}\right] \cdot e_{i}= \\
\left(R_{Y}^{(C)}-1\right)+R_{z^{(2)}}-\left\{\left[\frac{0+0}{3}\right] \cdot 2+\left[\frac{2+3}{5}\right] \cdot 1+\left[\frac{5+3}{7}\right] \cdot 1\right\}= \\
=R_{Y}^{(C)}-1+1-0 \cdot 2-1 \cdot 1-1 \cdot 1=R_{Y}^{(C)}-2 .
\end{gathered}
$$

Let's reset the residue $y_{3}=1$ to zero according to the third module $p_{3}=7$ of the number $Y_{3}=(0\|0\| 1)$. Let's add the number $Y_{3}$ and minimum $\mathrm{ZC} z^{(3)}=(0\|0\| 1)$ and get:

$$
\begin{gathered}
Y_{4}=Y_{3}+z^{(3)}=(0\|0\| 1)+(0\|0\| 1)=(0\|0\| 2) . \\
R_{Y_{4}}^{(C)}=R_{Y_{3}}^{(C)}+R_{z^{(3)}}-\sum_{i=1}^{3}\left[\frac{y_{i}+z_{j}^{(3)}}{p_{i}}\right] \cdot e_{i}=\left(R_{Y}^{(C)}-2\right)+R_{z^{(3)}}- \\
-\left\{\left[\frac{y_{1}+z_{1}^{(3)}}{p_{1}}\right] \cdot e_{1}+\left[\frac{y_{2}+z_{2}^{(3)}}{p_{2}}\right] \cdot e_{2}+\left[\frac{y_{3}+z_{3}^{(3)}}{p_{3}}\right] \cdot e_{3}\right\}= \\
=\left(R_{Y}^{(C)}-2\right)+0-\left(\left[\frac{0+0}{3}\right] \cdot 2+\left[\frac{0+0}{5}\right] \cdot 1+\left[\frac{1+1}{7}\right] \cdot 1\right)= \\
=R_{Y}^{(C)}-2+0-0 \cdot 2-0 \cdot 1-0 \cdot 1=R_{Y}^{(C)}-2 .
\end{gathered}
$$

After adding four more times with minimum $\mathrm{ZC} z^{(3)}$ we get the number $Y_{8}=(0\|0\| 6)$. Add to this number the value of $\mathrm{ZC} z^{(3)}$ :

$$
Y_{n}=Y_{8}+z^{(3)}=(0\|0\| 6)+(0\|0\| 1)=(0\|0\| 0) .
$$

Let's determine the calculate rank for the zeroable number $Y_{n}=(0\|0\| 0)$ :

$$
\begin{gathered}
R_{Y_{n}}^{(C)}=R_{Y_{8}}^{(C)}+R_{z^{(3)}}-\sum_{i=1}^{3}\left[\frac{y_{i}+z_{j}^{(3)}}{p_{i}}\right] \cdot e_{i}= \\
\left(R_{Y}^{(C)}-2\right)+R_{z^{(3)}}-\left\{\left[\frac{0+0}{3}\right] \cdot 2+\left[\frac{0+0}{5}\right] \cdot 1+\left[\frac{6+1}{7}\right] \cdot 1\right\}= \\
=R_{Y}^{(C)}-2+0-0 \cdot 2-0 \cdot 2-1 \cdot 1 \\
=R_{Y}^{(C)}-3 .
\end{gathered}
$$

According to expression (11) we have that:

$$
R_{Y_{n}}^{(C)}=-1 \rightarrow R_{Y}^{(C)}-3=-1 \rightarrow R_{Y}^{(C)}=2 .
$$

Thus, the calculated rank of the number $Y=(2\|3\| 1)=8$ is $R_{Y}^{(C)}=2$.

Checking. In the PNS, the value of the second summand $Y=(2\|3\| 1)=8$ is equal to the value:

$$
\begin{aligned}
& Y_{P N S}=\sum_{i=1}^{3} y_{i} \cdot B_{i}=2 \cdot 70+3 \cdot 21+1 \cdot 15= \\
& \quad=218-R_{Y}^{(T)} \cdot 105=218-2 \cdot 105=8 .
\end{aligned}
$$

So the true rank of the number $Y=(2\|3\| 1)=8$ is $R_{Y}^{(T)}=2$.

Conclusions. Since the calculated rank of the number $Y$ is equal to the true rank of the number $Y$, i.e. $R_{Y}^{(C)}=R_{Y}^{(T)}=2$, then the calculated rank is determined correctly.

Let's determine the sum of two numbers $X+Y$ :

$$
X+Y=(2\|4\| 4)+(2\|3\| 1)=(1| | 2 \| 5) .
$$

According to expression (1), the calculated rank $R_{X+Y}^{(C)}$ of the sum of two numbers $X+Y$ is equal to:

$$
\begin{aligned}
& R_{X+Y}^{(C)}=R_{X}^{(C)}+R_{Y}^{(C)}-\sum_{i=1}^{3}\left[\frac{x_{i}+y_{i}}{p_{i}}\right] \cdot e_{i}= \\
&=R_{X}^{(C)}+R_{Y}^{(C)}-\left\{\left[\frac{2+2}{3}\right] \cdot 2+\left[\frac{4+3}{5}\right] \cdot 1+\left[\frac{4+1}{7}\right] \cdot 1\right\}= \\
&=2+2-1 \cdot 2-1 \cdot 1-0 \cdot 1=1 .
\end{aligned}
$$

Checking. $(X+Y)_{S R C}=(1\|2\| 5)$ and $(X+Y)_{P N S}=$ $=1 \cdot 70+2 \cdot 21+5 \cdot 15-R_{X+Y}^{(T)} \cdot P=187-1 \cdot 105=82$.

Conclusion. The true rank $R_{X+Y}^{(T)}$ of the number $X+Y=(1\|2\| 5) \quad$ is equal to the calculated $R_{X+Y}^{(T)}=R_{X+Y}^{(C)}=1$. Therefore, there was no overflow when performing the addition operation.

Example 4. Check for overflow when adding two numbers $X=Y=(2\|4\| 4)=74$.

Let's determine the sum of two numbers $X+Y$ :

$$
X+Y=(2\|4\| 4)+(2| | 4| | 4)=(1| | 3| | 1) .
$$

Considering that in example 3, the calculated rank $R_{X}^{(C)}$ of the number $X=(2\|4\| 4)=74$ was calculated, since the numbers $X$ and $Y$ are the same, its calculated ranks are also the same: $R_{X}^{(C)}=R_{Y}^{(C)}=2$.

According to expression (1), the calculated rank $R_{X+Y}^{(C)}$ of the sum $X+Y$ of two numbers in the SRC is equal to:

$$
\begin{gathered}
R_{X+Y}^{(C)}=R_{X}^{(C)}+R_{Y}^{(C)}-\sum_{i=1}^{3}\left[\frac{x_{i}+y_{i}}{p_{i}}\right] \cdot e_{i}= \\
=2+2-\left\{\left[\frac{2+2}{3}\right] \cdot 2+\left[\frac{4+4}{5}\right] \cdot 1+\left[\frac{4+4}{7}\right] \cdot 1\right\}= \\
=2+2-1 \cdot 2-1 \cdot 1-1 \cdot 1=0 .
\end{gathered}
$$
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Thus, the calculated rank of the sum of two numbers $X+Y$ is equal to the value $R_{X+Y}^{(C)}=0$.

Checking. $(X+Y)_{S R C}=(1\|3\| 1)$ and $(X+Y)_{P N S}=$ $=1 \cdot 70+3 \cdot 21+1 \cdot 15-R_{X+Y}^{(\mathrm{T})} \cdot P=148-R_{X+Y}^{(\mathrm{T})} \cdot 105=148-$ $-1 \cdot 105=43$. Thus, $R_{X+Y}^{(\mathrm{T})}=1$.

Conclusion. It is obvious that the true rank $R_{X+Y}^{(T)}=1$ doesn't coincide with the calculated rank $R_{X+Y}^{(C)}=0$. The inequality $R_{X+Y}^{(C)} \neq R_{X+Y}^{(T)}$ of the rank values of the number $X+Y$ shows that there was an overflow during the operation. Therefore, the sum of two numbers $X+Y$ has the wrong value: 43 , not 148 .

## 6 DISCUSSION

When solving CS computational problems, it becomes necessary to take into account the overflow of the bit grid that occurs during data processing. Analysis of these processes showed the following. To solve the problem associated with overflow of the CS bit grid, there are various approaches. One of them is the use of a wider bit grid to represent the meanings of numbers, i.e. Data processing is carried out on computers with a relatively large bit grid [23]. This allows you to increase the range of values of processed numbers that can be represented in the CS without taking into account the consequences of the overflow factor. However, this requires more memory and can increase the time it takes to solve a calculation problem, which is especially critical for real-time CS [24, 25]. The MDBGO proposed in the article is intended for use in a CS that operates in the SRC. The properties of the SRC (independence, equality and low-bit residues, the totality of which determines the non-positional code structure) and their use in creating the structure of the CS determine the interpretation of the CS in the SRC as a set of individual low-bit computers [7, 26]. Each computer operates using a specific SRC module [27, 28]. In this case, eliminating the consequences of overflowing the bit grid is carried out without interrupting the computational process, i.e. during the operation of the CS, without stopping the calculations.

The reliability and significance of the results obtained are due to the following factors:

- the research was carried out using the modern proven mathematical apparatus of number theory and the basic theoretical principles of machine arithmetic in the residual classes;
- the consistency of the results obtained with both the scientific provisions of the general theory of constructing the structures of positional CSs, and the theoretical provisions of the creation of CSs operating in the SRC;
- the coincidence of some theoretical conclusions with existing modern provisions on the prospects for the development of real-time CS;
- the results of the analysis of the given specific examples of the use of MDBGO for various initial data of the SRC.


This problem, solved in the article, was directly or indirectly considered in the monographs: Aksushskyi I. Ya. and Yuditskyi D. I. "Machine arithmetic in residual classes" [1] and Torgashov V. A. "System of residual classes and reliability of digital computers" [8]. These monographs provide directions for further research in the direction of improving real-time CS structures in the SRC. In particular, some theoretical further research is presented.

## CONCLUSIONS

The current scientific problem of using MDBGO in the CS operating in the SRC has been solved. The use of MDBGO to detect the fact of overflow of the CS bit grid is shown using specific examples of the implementation of the operation of adding two numbers in the SRC. The MDBGO considered in the article is based on the use of positional feature of a non-positional code of numbers in the SRC, namely on the calculation and use of the true and calculated ranks of numbers.

The scientific novelty of the results obtained lies in the fact that when implementing MDBGO, the procedure for determining the rank of a number is carried out directly in the process of performing the operation of adding two numbers, being an essential part of it. This circumstance makes it possible to reduce the time it takes to detect the fact of overflow of the CS bit grid in the SRC. In addition, a feature of the presented method for detecting the fact of overflow of the CS bit grid in the SRC is that MDBGO can simultaneously be used to organize the process of monitoring the operation of adding numbers modulo. This expands the functionality of the MDBGO.

Practical significance of the results. To confirm the practical feasibility of the procedure, examples are given of determining the overflow of the result of the operation of adding two numbers in the SRC. A set of examples is given of the specific implementation of the operation of overflowing the bit grid using the MDBGO method, while simultaneously implementing control of the addition of two numbers for a given SRC, which confirm the effectiveness of using the considered method.

Prospects for further research are as follows. In the SRC, using the basic properties of the class of residues, control of arithmetic operations can be carried out in the dynamics of the computational process, i.e. without stopping the calculation process. This makes it possible, firstly, to fully use the main property of the SRC - the high speed of the CS execution of arithmetic modular operations. Secondly, it is possible to reduce the amount of the CS equipment required to implement positional operations in the SRC. The research results obtained in the article are recommended for use in on-board digital computers of ballistic missiles, in the use of unmanned aerial vehicle computers and in the use of specialized computers for a wide class of various non-recoverable disposable aircraft operating in the SRC. The feasibility of further research in the field of using non-positional code structures in the SRC, in particular, expanding the area of practical use of MDBGO, is due to the fact that
positive research results will make it possible to create ultra-fast and fault-tolerant real-time specialized CS.
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## АНОТАЦІЯ

Актуальність. Розглянуто метод визначення переповнення розрядної сітки, а також комплекс прикладів практичного застосування процедури ідентифікації переповнення розрядної сітки комп'ютерної системи, що функціонує в непозиційній системі числення в залишкових класах. Об’єктом дослідження є процес обробки даних, представлених у системі залишкових класів. Мета роботи - розглянути та проаналізувати приклади визначення переповнення розрядної сітки комп'ютерної системи при реалізації операції додавання двох чисел у системі залишкових класів на основі застосування методу визначення переповнення розрядної сітки, заснованого на використанні поняття рангу числа.

Метод. Специфіка функціонування комп’ютерної системи у системі залишкових класів вимагає виконання як модульних операцій, так й реалізації додатково, так званих, немодульних операцій. До немодульних операцій належить операція визначення переповнення розрядної сітки комп'ютерної системи у системі залишкових класів. У непозиційній системі числення в залишкових класах реалізація процесу виявлення переповнення розрядної сітки комп'ютерної системи є важко реалізованим завданням. Розглянутий у статті метод визначення переповнення розрядної сітки грунтується на використанні позиційних ознак непозиційного коду чисел у системі залишкових класів, а саме істинного та розрахункового рангів числа. Досліджено процес визначення переповнення розрядної сітки результату операції додавання двох чисел у системі залишкових класів, оскільки саме виконання арифметичної операції додавання є основною, базовою операцією комп’ютерної системи.

Результати. Наведено приклади використання методу визначення переповнення результату операції додавання двох чисел у системі залишкових класів, в основу якого покладено модульні операції визначення розрахункового та істинного рангів безпосередньо доданків та рангу суми двох доданків. Аналіз отриманих результатів показав практичну застосовність розглянутого методу.

Висновки. Основним перевагою представленого методу є те, що визначення переповнення розрядної сітки можна здійснювати у динаміці обчислювального процесу комп'ютерної системи, тобто без зупинки розв’язання задачі. Ця обставина дозволяє знизити непродуктивні витрати комп'ютерної системи в системі залишкових класів. Крім цього, цей метод можна використовувати для контролю операції додавання двох чисел в системі залишкових класів. Це підвищує достовірність отримання істинного результату операції додавання двох чисел в системі залишкових класів.


КЛЮЧОВІ СЛОВА: арифметична операція модульного додавання, переповнення розрядної сітки, операція порівняння, комп'ютерна система, непозиційний код, ранг числа, система залишкових класів, процедура нулевізації.
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