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ABSTRACT

Context. Designing a new architecture is difficult and time-consuming process, that in some cases can be replaced by scaling existing model. In this paper we examine convolutional neural network scaling methods and aiming on the development of the method that allows to scale original network that solves segmentation task into more accurate network.

Objective. The goal of the work is to develop a method of scaling a convolutional neural network, that achieve or outperform existing scaling methods, and to verify its effectiveness in solving semantic segmentation task.

Method. The proposed asymmetric method combines advantages of other methods and provides same high accuracy network in the result as combined method and even outperform other methods. The method is developed to be appliable for convolutional neural networks which follows encoder-decoder architecture designed to solve semantic segmentation task. The method is enhancing feature extraction potential of the encoder part, meanwhile preserving decoder part of architecture. Because of its asymmetric nature, proposed method more efficient, since it results in smaller increase of parameters amount.

Results. The proposed method was implemented on U-net architecture that was applied to solve semantic segmentation task. The evaluation of the method as well as other methods was performed on the semantic dataset. The asymmetric scaling method showed its efficiency outperformed or achieved other scaling methods results, meanwhile it has fewer parameters.

Conclusions. Scaling techniques could be beneficial in cases where some extra computational resources are available. The proposed method was evaluated on the solving semantic segmentation task, on which method showed its efficiency. Even though scaling methods improves original network accuracy they highly increase network requirements, which proposed asymmetric method dedicated to decrease. The prospects for further research may include the optimization process and investigation of tradeoff between accuracy gain and resources requirements, as well as a conducting experiment that includes several different architectures.
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ABBREVIATIONS

CNN is a convolutional neural network;
ELU is a Exponential Linear Unit;
ReLU is a Rectified linear unit;
D-Unet is a U-net scaled in depth;
W-Unet is a U-net scaled in width;
R-Unet is a U-net with scaled input image resolution;
WDR-Unet is a U-net scaled in depth, width and with increased image resolution;
AWDR-Unet is a U-net scaled asymmetrically in depth, width and with increased image resolution.

NOMENCLATURE

\( F(X) \) is a convolutional neural network;
\( X \) is an input space(images);
\( Y \) is an output space;
\( x \) is an input image;
\( H,W,C \) is an input image heigh, width and number of channels respectively;
\( R^{H\times W \times C} \) is a three dimensional tensor;
softmax is an output layer;
\( Dec_{i} \) is a deconvolutional block, that can contain several layers;
Conv_{i} is a convolutional block, that contain convolutional and pooling layers;
\( W',H',C' \) is a scaled input image heigh, width, channels;
\( M_{a} \) is a a-th scaling method;
\( F_{o} \) is an origin network;
\( F_{a} \) is a CNN scaled with a-th method;
\( \text{accuracy}(F(X)) \) is a accuracy of the network;
\( \text{Params}(F(X)) \) is a parameters amount;
INTRODUCTION

Thankfully to the rapid development of technologies and the equally rapid growth of computing capabilities of computers and their memory capacity, the wide development and use of approaches based on artificial intelligence and digital image processing became possible.

Many researchers have dedicated their work to developing computer vision and image processing systems to solve complex tasks in life scenarios.

Vision systems are widely used in many aspects of real life. In medicine, computer vision plays an important role in imaging and healthcare applications. In autonomous vehicles – identifying and understanding objects in the environment, helping autonomous vehicles navigate safely. Satellite image analysis for land cover classification, monitoring changes in vegetation, urban areas, and more. In the robotic area such systems help to identify and manipulate objects in their environment.

Often creating a new architecture is not available due to different limitations, but in cases where we have some base model and some extra resources available, we can use a scaling technique.

Our goal in this paper is to examine possible network scaling methods and apply them on the convolutional neural network. Study how different approaches impact network accuracy on solving semantic segmentation tasks. Propose and experimentally verify if there is a reason to scale not the whole network symmetrically, but to scale only part of the network.

The object of study is the process of scaling a convolutional neural network for semantic segmentation.

Creating a new convolutional neural network is difficult, iterative, and time-consuming process. The scaling of existing model could be beneficial in cases when we need to achieve better accuracy and don’t strictly limit to computational resources. Scaling refers to the practice of increasing the size and complexity of neural networks to improve their performance. It’s reasonable because such techniques provide a pathway to building more powerful and expressive models which can solve complex tasks, leverage vast amounts of data, and push the boundaries of performance.

The subject of study is the scaling methods for convolutional neural network model.

The purpose of the work is to increase the accuracy of the convolutional neural network model by scaling its base architecture.

1 PROBLEM STATEMENT

Formally convolutional neural network can be represented as \( F(X) = Y \). An input image \( x \in X \) is a three-dimensional tensor, \( x \in \mathbb{R}^{H \times W \times C} \), where dimensions it’s image parameters, such as size and channels.

From the architecture perspective model can be represented as:

\[
F(X) = \text{soft max}(\text{Dec}_1(\ldots(\text{Conv}_2(\text{Conv}_1(X))))).
\]

Deconvolutional blocks placed in deconvolutional part of the network. Such blocks can consist of different layers, but commonly it consists of convolutional layer, concatenation or skip connection and deconvolutional layer. A convolutional (encode) block is consist of convolutional and pooling layers.

Scaling is the process of increasing the size and complexity of neural network by adjusting number of layers and filters, or other parameters, such as image size \((W, H)\). Let’s represent scaling method as \( M \) so \( M_a(F(X^{W \times H \times C})) = F_a(X^{W \times H \times C}) \), where \( F_a \) – model with \( i \) amount of layers, received after applying \( M_a \) method.

We have a restriction that \( \text{accuracy}(F_a(X)) > \text{accuracy}(F(X)) \), that means that method should positively impact on received accuracy.

Another limitation we have its number of parameters, in this work we put that limitation as \( \text{Params}(F_a) \leq 2 \times \text{Params}(F_b) \). Modeling in such way computational restrictions.

The task is to find such \( M_b \) which results in better network accuracy:

\[
\text{accuracy}(F_b(X)) < \text{accuracy}(F(X))
\]
max(accur$_i$) > max(accur$_a$,...,accur$_{a+n}$),

and using less or equal number of parameters:

$$\text{Params}(F_b) \leq \text{Params}(F_a).$$

### 2 REVIEW OF THE LITERATURE

Convolutional neural networks allow to solve various types of computer vision tasks, such as recognition [1], classification and segmentations. They have huge potential in real world task solving from simple image processing to complex image search engine [2]. Segmentation of an image is one of the indispensable tasks in computer vision. This task is comparatively more complicated than other vision tasks as it needs low-level spatial information. Basically, image segmentation can be of two types: semantic segmentation [3] and instance segmentation [4]. In this article we work only with semantic segmentation.

Image segmentation problems have been approached using several classic pre-deep learning techniques, such as sparsity-based methods [5], k-means clustering [6], Support vector machines [7], Random forests [8], etc. The situation has changed radically with the growth of computing power and the development of machine learning methods. The number of neural networks designed for segmentation increased notably [9] [10]. Methods based on encoder-decoder architectures have become a popular approach to semantic segmentation, particularly U-net [11] found wide usage in different studies [12–14].

There are different techniques to increase CNN’s accuracy, such as data-centric and network-based. When data-centric methods propose operations on data, to benefit in result efficiency, network-based, such as scaling, offers to modify the network. Historically the most common way is scaling in depth. We can scale networks in different ways. We can scale up or down the depth of the network [15] which means increase or decrease the number of layers. Usually, it results in a more accurate but heavyweight network.

Also, we can scale networks in another dimension – width [16]. In this case we are not increasing the number of layers, but we are multiplying the amount of filters on each layer.

Besides the methods mentioned above there is image resolution scaling method [17] [18]. We are increasing the image’s height and width, allowing the network to learn more features increasing its accuracy.

All those techniques have their own disadvantages, but mostly researchers must balance between accuracy profit and resources requirements. Increasing network depth or width inevitably leads to an increasing number of parameters and computations required to train the network. Meanwhile increasing image resolution leads to lower batch size since increasing image size increases memory usage.

The problem is to find which scaling method brings more profit with the same or about the same computational requirements.

We are going to examine all three methods to inspect its influence on the U-net and its benefits when applying to solve semantic segmentation problems. The main criteria is the result network accuracy, but we also will compare its training speed.

### 3 MATERIALS AND METHODS

U-net received its name because of its architecture that resembles the letter U. This architecture has an innovative design, containing contracting path, or in other words – encoder, which has the purpose of extracting features from the input image. Following this, an expansive path, or decoder, expanding image to initial size to enable accurate pixel-wise segmentation. In this symmetric architecture information flows seamlessly, preserving spatial information, which is beneficial for accurate segmentation. Base U-net architecture is displayed on Fig. 1.

![Figure 1 – U-net architecture](image)

The encoder part of the U-Net contains convolutional [19] and pooling layers to systematically reduce the spatial dimensions of the input image. This reduction allows for the extraction of high-level features, creating feature maps. As it moves through consecutive layers, the encoder captures complicated patterns and essential features. During this down sampling process, the U-Net progressively reduces the dimensions of the input image. This down sampling operation involves the use of max-pooling layers, which reduces the information, retaining the most relevant features essential for accurate segmentation.

Unlike the encoder, the decoder section of the U-Net aims to reconstruct the segmented image by expanding the condensed features into the original dimensions. This process is essential to ensure the precise localization of objects within the image and is called up sampling. In this stage, the U-Net uses transposed convolutions, also known as deconvolutions, to reconstruct the segmented image. This method recovers the spatial information lost during the down sampling phase, enabling the network to generate detailed and accurate segmentations.

The basic U-net consists of five blocks in the encoder part and five in decoder. Each encoder block contains consecutive convolutional layers, followed by max-pooling.
In this article we used U-net as baseline, but made several changes.

In order to reduce the vanishing gradient problem, the activation function was changed from Rectified linear unit (ReLU) to Exponential Linear Unit (ELU). Since ELU mitigates the 'dying ReLU' problem by allowing negative values, which prevents the vanishing gradient issue. And it helps to avoid dead neurons, enhancing the overall robustness of the model during training. ELU activation function could be described as:

\[
ELU(x) = f(x) = \begin{cases} 
  x, & x < 0 \\
  a(e^x - 1), & x \geq 0.
\end{cases}
\]

Weight initialization technique was used to receive a more robust and stable learning process. As the technique was chosen He Normalization. The advantage of He Normalization lies in its ability to maintain the stability of gradients, allowing the network to train more effectively. By avoiding the vanishing or exploding gradients, it provides a smoother and more consistent learning process. Consequently, this stability leads to enhanced convergence, enabling the model to reach its optimal state efficiently. As a result, the network requires fewer iterations to reach a desired level of accuracy optimizing the training time.

Also we used another loss function called Focal loss [20], a variation of Binary Cross-Entropy, that serves to lower the impact of simpler to learn instances, thereby encouraging the model to concentrate its learning efforts on more complex examples. This specialized loss function demonstrates decent efficiency in scenarios with significant class imbalances. When some classes appear often and some are rarely seen. The desire to use that loss function was mostly derived from the used dataset, as it's often and some are rarely seen. The desire to use that loss function could be described as:

\[
FL = \sum_{i=1}^{n} \alpha(i - p_i)^\gamma \log(p_i).
\]

Here, \( \gamma > 0 \), but when \( \gamma = 1 \) this function starts to behave like CrossEntropy loss function. Parameter \( \alpha \) usually should be in range \([0,1]\), it can be treated as a hyperparameter, but in our case in order to make this function more data aware modification of inverse class frequency values was used.

In order to receive faster convergence, stability in the learning process, and improved generalization, batch normalization [21] layers were added to the network. They apply a transformation that maintains the mean output close to zero and the output standard deviation close to one, transforming each input in the current mini-batch by subtracting the input mean in the current mini-batch and dividing it by the standard deviation.

Width-wise scaling or expanding Convolutional Neural Networks in width can be beneficial for several reasons. A wider CNN allows the network to capture different features and patterns within the data, improving its accuracy. Besides that, a wider network can better discern finer details in the data due to an enhanced variety of feature maps and activations, which potentially leading to performance improvements, especially in tasks which require specific features extracting. Width-wise scaling refers to adjusting the number of channels increasing number of filters, and can be described as:

\[
\text{conv}_{\text{scaled}}(X) = \sigma(\sum_{i=1}^{F'} (X \ast W'_i + b'_i)).
\]

This method can be beneficial, but at the same time wider networks increase computational requirements and need additional memory and processing potential. Besides that, it can lead to overfitting, especially with smaller datasets. As it increases potential for the network to grow overly specialized and less flexible with new or varied data and might compromise its generalization abilities.

The scaling of a CNN depth-wise amplifies its ability to extract complex features and patterns from data, thereby enhancing its representational power. Depth-wise method refers to adjusting number of layers, and can be described as:

\[
F_{\text{scaled}}(X) = \text{conv}_i (\ldots \text{conv}_1(X)),
\]

where \( i \) – is adjusted amount of layer numbers.

By employing deeper architecture, convolutional neural networks (CNNs) efficiently learn hierarchical features, enabling the network to detect compound patterns and characteristics spanning different tiers, thereby amplifying network effectiveness in complex tasks.

This approach also has its disadvantages, like widthwise scaling, its increasing network’s depth leading to enlarging complexity, longer time of training and demanding more computational resources. As networks become deeper it increases probability of overfitting, especially on smaller datasets, as they might memorize patterns instead of generalizing from them, decreasing the model’s accuracy performing on new data.

Unlike previous methods which are model-based, image resolution scaling is data-based method. The image resolution refers to the amount of detail that an image holds, typically measured in pixels. It is commonly expressed as the width and height of the image in pixels. The resolution determines the clarity and sharpness of the image, with higher resolutions generally providing more detail. Resolution scaling can be described as:

\[
X_{\text{scaled}} = \text{resize}(X^W \ast H \ast C),
\]

where \( X_{\text{scaled}} \in R^{W' \ast S' \ast H' \ast S' \ast C} \), and \( S \) – scaling factor.
Increasing image resolution can potentially increase network accuracy, since higher image accuracy allows models to learn fine-grained patterns. Commonly in order to increase image resolution we would have to use techniques like interpolation. But since our dataset contains high resolution images it allows us just squeeze images to desired size, which is higher than the original one.

To receive all benefits from the previously described methods we applied all those three methods simultaneously on the same baseline network. But instead of raw multiplying of the baseline network’s layer and filters, we construct a modified version of the network displayed on Figure 2.

The methods described before applied to whole network, significantly increasing the number of parameters. To use a smaller number of parameters we decided to apply scaling method on U-net architecture asymmetrically, that means applying scaling only on the encoder part of the network. The proposed method can be described as:

$$F_s(X) = \text{Deconv}(\ldots(\text{Conv}^i_s(\ldots(\text{Conv}^1_s(X_i))))).$$

Schematic AWDR architecture is displayed on the Figure 3.

Encoder part of the network should be scaled using depth-wise and width-wise, besides that input image resolution should be increased. Increasing depth should be performed by adding new convolutional layers in the first half of the network. After that scaling in width should be applied to the encoder part, including new layers.

This concept was inspired by the desire to achieve scaling benefits with lower requirements. Since encoder is responsible for capturing and encoding hierarchical features from the input image, we decided to scale this part. We took a network scaled in all dimensions and modified the decoder part to be the same as in the original baseline. Received network have a smaller number of parameters meanwhile preserves accuracy gain received with combined scaling.

4 EXPERIMENTS

For the training and validation processes was used Cityscapes [22] dataset. It’s dataset for semantic understanding of urban street scenes. It provides semantic, instance-wise, and dense pixel annotations for 30 classes grouped into 8 categories: vehicles, humans, constructions, flat surfaces, objects, nature, sky, and void. But for this experiment only semantic information was considered. The dataset consists of around 3475 fine annotated images. Data was captured in 50 cities during several months, daytimes, and good weather conditions. Images were thoroughly selected to have the following features: large number of dynamic objects, varying scene layout, and varying background.

Each image has a size of 2048 x 1024 so we performed image resizing using the nearest neighbor algorithm which provides a sharper result image. To decrease overfitting, we performed data processing which includes random cropping and random flipping.

We applied all five methods described in previous section to baseline. All received networks were trained on the same dataset with the same number of epochs (50).

As the result of width-wise scaling we received architecture that almost did not differ from baseline except for the number of filters in each convolutional layer. The origin amount was multiplied by a defined scale factor. That approach increases the width of the whole network symmetrically. Though the last convolutional layer which has classification purpose remained the same, since the number of classes in the dataset wasn’t changed. In the experiment we aim to limit scaling in the way that the number of parameters is increased twice, following established limitation. The received scaling factor was 1.4, since it doubled the parameters amount of the original network.

In depth-wise scaling, to receive deeper network, we extended the baseline architecture with additional layers which were copies of existing layers. Each layer was doubled, so depth of the entire network was doubled. The scaling parameter in this case is two, selected in such a way that the number of parameters in received architecture would not break limitation.

Combined scaling method including all three methods follows previous methods principles, except for different scaling parameters, since in the result of the scaling we need to meet limitations. To increase depth of the network we added several layers, but instead of adding a plain sequence of convolutional layers, we decided to use residual blocks, since the model is quite deep and residual blocks facilitate the stable backpropagation of gradients, reducing the possibility of vanishing or exploding gradients.

5 RESULTS

In the result of the experiment, we received five different networks, which were received after applying scaling methods to the base model.

For each of the method received networks characteristics are shown in Table 1.
Table 1 – Scaled networks characteristics

<table>
<thead>
<tr>
<th>Network</th>
<th>Accuracy, %</th>
<th>Params, M</th>
<th>Speed, ms/step</th>
</tr>
</thead>
<tbody>
<tr>
<td>AWDR-Unet</td>
<td>84.8</td>
<td>55.2</td>
<td>1134</td>
</tr>
<tr>
<td>WDR-Unet</td>
<td>84.7</td>
<td>62.8</td>
<td>1585</td>
</tr>
<tr>
<td>D-Unet</td>
<td>83.6</td>
<td>62.4</td>
<td>786</td>
</tr>
<tr>
<td>W-Unet</td>
<td>82.5</td>
<td>61.3</td>
<td>786</td>
</tr>
<tr>
<td>R-Unet</td>
<td>82.9</td>
<td>31.0</td>
<td>910</td>
</tr>
<tr>
<td>Baseline</td>
<td>80</td>
<td>31.0</td>
<td>430</td>
</tr>
</tbody>
</table>

As we can see from the table, the best accuracy received AWDR network is 84.8%, approximately the same accuracy as WDR received (84.7%) but has 7.6 M parameters less and faster training speed. Making it a reasonable method of scaling which needs further investigations. In general, methods which combine several methods show better accuracy results (about 1–1.5% better than others), meanwhile have much higher training time.

Increasing model in depth increases the number of parameters by the equation \( P_{scaled} = d \cdot P_{origin} \), where \( d \) is scaling factor. So, for scaling factor 2 increases number of parameters in twice. For the scaling in width number of parameters can be counted as sum of each layer parameters. The parameters grow is highly depends on the architecture, and in our case increasing each layer’s filters number by 1.4 increases overall parameters in twice. Resolution scaling is not increasing parameters amount since it’s not affecting architecture. But it has impact on memory usage, we iteratively found that increasing image resolution more than by 1.4 leads to memory overfitting.

We can observe that WDR and AWDR have lower and approximately equal loss values. From this observation we can confirm that those networks are training better. On the other hand, wider and deeper networks have higher loss values. And decreasing near baseline rate.

On the Fig. 5 we displayed validation loss graphics.

Figure 5 – Validation losses

Here we can see about the same situation as we have with training loss. WDR and AWDR networks have lowest loss values, but here we can see an interesting situation, after the 20-th epoch validation loss value starts to increase. It could be the signal that the model started to learn to perform well on the training data but fails to generalize to new, unseen data. Since those networks are much deeper and complex, they are more vulnerable to overfitting. To fix that in further research we are going to apply more advanced data augmentation techniques to significantly extend the dataset.

On Fig. 6 we show accuracy graphic, its display how each model is becoming more accurate with each epoch.

Figure 6 – Accuracy of each model

We can observe from this figure how WDR and AWDR models are converging faster than others, and results in the highest accuracy value. Meanwhile, wider, and deeper networks have second highest values, and have approximately the same values, but deeper networks have slightly better accuracy. Baseline has the lowest accuracy among all networks. Also, it’s reasonable to consider using early stopping techniques to stop earlier not perform redundant training and train on lower epochs amount.

6 DISCUSSION

In this study we investigated methods of scaling convolutional neural network and its usage in solving semantic segmentation task. The proposed method allows us to combine benefits from other methods, meanwhile using less parameters, which makes network more accurate.

We conducted a review of literature and explored existing approaches in semantic segmentation task, and existing scaling techniques, which can be applied.
scaling methods includes model-based (depth-wise, width-wise) and data-based (resolution scaling). The scaling in depth and width [23] in general improves accuracy, but received accuracy gain with our network and parameters limit reaches about 3%. Image resolution scaling method also allow to achieve accuracy gain, it can reach from 1% to 13% [24] depending on the architecture and dataset, but for our model and parameters limitation its accuracy gain reached 2.9%. Hybrid scaling [25] produces about 4.7% accuracy improvement. The proposed asymmetric method achieves 4.8% accuracy increase, meanwhile produces network with about 12% less parameters.

After it we conducted an experiment with different scaling methods, including model-wise and data-wise scaling. In a result we acquired five architecture modifications with different characteristics. We empirically verified that scaling a CNN is a beneficial approach in cases where computation capabilities are not strictly limited, and some extra resources are available.

Even though scaling in one dimension potentially can lead to accuracy improvements, it’s more efficient to use combined scaling, increasing network architecture in both depth-wise and width-wise ways. Not least important is scaling an input image size. The higher image resolution is the more sophisticated patterns are available for the network to learn. Using proposed method, we received a network architecture that has less parameters while preserving the approximately same high accuracy as existing methods.

The results of the experiment showed that proposed method helps to obtain high-accuracy network, which has high accuracy, but using less parameters than existing methods. However, with benefits from other methods, its also took over the problem of increasing computational requirements and training time, which leaves an open question for further research about tradeoffs between accuracy gain and resources requirements.

CONCLUSIONS

The paper analyzes scaling method for convolutional neural network designed to solve semantic segmentation task.

The scientific novelty of obtained results is the proposed method of asymmetric scaling. This method is applicable to the semantic segmentation models which follows encoder-decoder architecture pattern. It allows to obtain accuracy gain similar to existing methods, but at the same time it uses a smaller number of parameters, that makes it more recourse efficient.

The practical significance of obtained results is that the neural network is trained and validated, that allow method to be used in software development. The experimental results allow to recommend the proposed method for use in practice where semantic segmentation task needs to be solved, it can have potential in the safety area, autonomous driving, and traffic systems.

Prospects for further research are to study the effectiveness of proposed method on other types of networks with different architectures.
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