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ABSTRACT

Context. Designing a new architecture is difficult and time-consuming process, that in some cases can be replaced by scaling
existing model. In this paper we examine convolutional neural network scaling methods and aiming on the development of the
method that allows to scale original network that solves segmentation task into more accurate network.

Objective. The goal of the work is to develop a method of scaling a convolutional neural network, that achieve or outperform
existing scaling methods, and to verify its effectiveness in solving semantic segmentation task.

Method. The proposed asymmetric method combines advantages of other methods and provides same high accuracy network in
the result as combined method and even outperform other methods. The method is developed to be appliable for convolutional neural
networks which follows encoder-decoder architecture designed to solve semantic segmentation task. The method is enhancing feature
extraction potential of the encoder part, meanwhile preserving decoder part of architecture. Because of its asymmetric nature,
proposed method more efficient, since it results in smaller increase of parameters amount.

Results. The proposed method was implemented on U-net architecture that was applied to solve semantic segmentation task. The
evaluation of the method as well as other methods was performed on the semantic dataset. The asymmetric scaling method showed
its efficiency outperformed or achieved other scaling methods results, meanwhile it has fewer parameters.

Conclusions. Scaling techniques could be beneficial in cases where some extra computational resources are available. The
proposed method was evaluated on the solving semantic segmentation task, on which method showed its efficiency. Even though
scaling methods improves original network accuracy they highly increase network requirements, which proposed asymmetric method
dedicated to decrease. The prospects for further research may include the optimization process and investigation of tradeoff between
accuracy gain and resources requirements, as well as a conducting experiment that includes several different architectures.

KEYWORDS: convolutional neural network, scaling method, asymmetric scaling, semantic segmentation, encoder-decoder,

image.

ABBREVIATIONS

CNN is a convolutional neural network;

ELU is a Exponential Linear Unit;

ReLU is a Rectified linear unit;

D-Unet is a U-net scaled in depth;

W-Unet is a U-net scaled in width;

R-Unet is a U-net with scaled input image resolution;

WDR-Unet is a U-net scaled in depth, width and with
increased image resolution;

AWDR-Unet is a U-net scaled asymmetrically in
depth, width and with increased image resolution.

NOMENCLATURE
F(X)is a convolutional neural network;
Xis an input space(images);
Y is an output space;
X is an input image;
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H,W,C is an input image heigh, width and number of
channels respectively;

RHWXC iq an three dimensional tensor;

softmax is an output layer;

Dec; is a deconvolutional block, that can contain
several layers;

Cony; is
convolutional and pooling layers;

W', H',C"is a scaled input image heigh, width,
channels;

M , is a a-th scaling method;

a convolutional block, that contain

Fo is an origin network;
F, is a CNN scaled with a-th method;

accuracy(F(X)) is a accuracy of the network;
Params(F(X)) is a parameters amount;

OPEN a ACCESS




p-ISSN 1607-3274 PagioenexrpoHika, iHpopMaTuka, ynpasainss. 2024. Ne 2
e-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2024. Ne 2

accur, is a network accuracy for the model scaled

with method b;

max(accur,)is a maximum of acquired model

accuracies;

e is an exponential function of x;

a is an hyperparameter;

p;j is a is the predicted probability for the true class;
v is a focusing parameter;

o is a weighing factor;

o is an activation function;

bj is the i-th adjusted bias;

Xscaled 18 @ scaled input space;

CONVgegleg 1S a scaled convolutional layer;

F' is the adjusted number of filters;
W' is the i-th adjusted filter;

Fscaleq 1S @ scaled amount of layers;

Convg is a i-th scaled convolutional block.

S is a scaling factor for image parameters;
F is a scaled network;

Deconv is a deconvolutional part of network;
X 1is a scaled input images;
Porigin 1s an origin amount of parameters;

Pscaled 18 an scaled amount of parameters.

INTRODUCTION

Thankfully to the rapid development of technologies
and the equally rapid growth of computing capabilities of
computers and their memory capacity, the wide
development and use of approaches based on artificial
intelligence and digital image processing became
possible.

Many researchers have dedicated their work to
developing computer vision and image processing
systems to solve complex tasks in life scenarios.

Vision systems are widely used in many aspects of
real life. In medicine, computer vision plays an important
role in 1imaging and healthcare applications. In
autonomous vehicles — identifying and understanding
objects in the environment, helping autonomous vehicles
navigate safely. Satellite image analysis for land cover
classification, monitoring changes in vegetation, urban
areas, and more. In the robotic area such systems help to
identify and manipulate objects in their environment.

Often creating a new architecture is not available due
to different limitations, but in cases where we have some
base model and some extra resources available, we can
use a scaling technique.

Our goal in this paper is to examine possible network
scaling methods and apply them on the convolutional
neural network. Study how different approaches impact
network accuracy on solving semantic segmentation
tasks. Propose and experimentally verify if there is a
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reason to scale not the whole network symmetrically, but
to scale only part of the network.

The object of study is the process of scaling a
convolutional neural network for semantic segmentation.

Creating a new convolutional neural network is
difficult, iterative, and time-consuming process. The
scaling of existing model could be beneficial in cases
when we need to achieve better accuracy and don’t
strictly limit to computational resources. Scaling refers to
the practice of increasing the size and complexity of
neural networks to improve their performance. It’s
reasonable because such techniques provide a pathway to
building more powerful and expressive models which can
solve complex tasks, leverage vast amounts of data, and
push the boundaries of performance.

The subject of study is the scaling methods for
convolutional neural network model.

The purpose of the work is to increase the accuracy
of the convolutional neural network model by scaling its
base architecture.

1 PROBLEM STATEMENT
Formally convolutional neural network can be
represented as F(X)=Y . An input image xe X is a

three-dimensional  tensor, xe RTPWXC  Where

dimensions it’s image parameters, such as size and
channels.

From the architecture perspective model can be
represented as:

F (X)) = soft max( Decj(...(Conv , (Conv(X)))))) .

Deconvolutional blocks placed in deconvolutional part
of the network. Such blocks can consist of different
layers, but commonly it consists of convolutional layer,
concatenation or skip connection and deconvolutional
layer. A convolutional (encode) block is consist of
convolutional and pooling layers.

Scaling is the process of increasing the size and
complexity of neural network by adjusting number of
layers and filters, or other parameters, such as image size
(W, H). Let’s represent scaling method as M so

Ma(F(xWxHxC))):Fa(XW’xH’xC')’ where Fa _
model with i’ amount of layers, received after applying
M, method.

We have a restriction that
accuracy(F, (X)) > accuracy(F (X)), that means that
method should positively impact on received accuracy.

Another limitation we have its number of parameters,
in this work we put that limitation as
Params(F,) <2 * Params(F,) . Modeling in such way
computational restrictions.

The task is to find such My which results in better

network accuracy:
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max(accur, ) > max(accur,,...,accury, ),

and using less or equal number of parameters:

Params(F,) < Params(F,) .

2 REVIEW OF THE LITERATURE

Convolutional neural networks allow to solve various
types of computer vision tasks, such as recognition [1],
classification and segmentations. They have huge
potential in real world task solving from simple image
processing to complex image search engine [2].
Segmentation of an image is one of the indispensable
tasks in computer vision. This task is comparatively more
complicated than other vision tasks as it needs low-level
spatial information. Basically, image segmentation can be
of two types: semantic segmentation [3] and instance
segmentation [4]. In this article we work only with
semantic segmentation.

Image segmentation problems have been approached
using several classic pre-deep learning techniques, such as
sparsity-based methods [5], k-means clustering [6],
Support vector machines [7], Random forests [8], ect. The
situation has changed radically with the growth of
computing power and the development of machine
learning methods. The number of neural networks
designed for segmentation increased notably [9] [10].
Methods based on encoder-decoder architectures have
become a popular approach to semantic segmentation,
particularly U-net [11] found wide usage in different
studies [12—-14].

There are different techniques to increase CNN’s
accuracy, such as data-centric and network-based. When
data-centric methods propose operations on data, to
benefit in result efficiency, network-based, such as
scaling, offers to modify the network. Historically the
most common way is scaling in depth. We can scale
networks in different ways. We can scale up or down the
depth of the network [15] which means increase or
decrease the number of layers. Usually, it results in a
more accurate but heavyweight network.

Also, we can scale networks in another dimension —
width [16]. In this case we are not increasing the number
of layers, but we are multiplying the amount of filters on
each layer.

Besides the methods mentioned above there is image
resolution scaling method [17] [18]. We are increasing the
image’s height and width, allowing the network to learn
more features increasing its accuracy.

All those techniques have their own disadvantages,
but mostly researchers must balance between accuracy
profit and resources requirements. Increasing network
depth or width inevitably leads to an increasing number of
parameters and computations required to train the network.
Meanwhile increasing image resolution leads to lower
batch size since increasing image size increases memory
usage.
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The problem is to find which scaling method brings
more profit with the same or about the same
computational requirements.

We are going to examine all three methods to inspect
its influence on the U-net and its benefits when applying
to solve semantic segmentation problems. The main
criteria is the result network accuracy, but we also will
compare its training speed.

3 MATERIALS AND METHODS

U-net received its name because of its architecture that
resembles the letter U. This architecture has an innovative
design, containing contracting path, or in other words —
encoder, which has the purpose of extracting features
from the input image. Following this, an expansive path,
or decoder, expanding image to initial size to enable
accurate pixel-wise segmentation. In this symmetric
architecture information flows seamlessly, preserving
spatial information, which is beneficial for accurate
segmentation. Base U-net architecture is displayed on
Fig. 1.

' i
i
Eatadir part Decader pari : onboien
-
e
Figure 1 — U-net architecture
The encoder part of the U-Net contains

convolutional [19] and pooling layers to systematically
reduce the spatial dimensions of the input image. This
reduction allows for the extraction of high-level features,
creating feature maps. As it moves through consecutive
layers, the encoder captures complicated patterns and
essential features. During this down sampling process, the
U-Net progressively reduces the dimensions of the input
image. This down sampling operation involves the use of
max-pooling layers, which reduces the information,
retaining the most relevant features essential for accurate
segmentation.

Unlike the encoder, the decoder section of the U-Net
aims to reconstruct the segmented image by expanding
the condensed features into the original dimensions. This
process is essential to ensure the precise localization of
objects within the image and is called up sampling. In this
stage, the U-Net uses transposed convolutions, also
known as deconvolutions, to reconstruct the segmented
image. This method recovers the spatial information lost
during the down sampling phase, enabling the network to
generate detailed and accurate segmentations.

The basic U-net consists of five blocks in the encoder
part and five in decoder. Each encoder block contains
consecutive convolutional layers, followed by max-
pooling.
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In this article we used U-net as baseline, but made
several changes.

In order to reduce the vanishing gradient problem, the
activation function was changed from Rectified linear unit
(ReLU) to Exponential Linear Unit (ELU). Since ELU
mitigates the 'dying ReLU' problem by allowing negative
values, which prevents the vanishing gradient issue. And
it helps to avoid dead neurons, enhancing the overall
robustness of the model during training. ELU activation
function could be described as:

X, x<0
ae*-1), x>0.

ELU (x) = f(x):{

Weight initialization technique was used to receive a
more robust and stable learning process. As the technique
was chosen He Normalization. The advantage of He
Normalization lies in its ability to maintain the stability of
gradients, allowing the network to train more effectively.
By avoiding the vanishing or exploding gradients, it
provides a smoother and more consistent learning process.
Consequently, this stability leads to enhanced
convergence, enabling the model to reach its optimal state
efficiently. As a result, the network requires fewer
iterations to reach a desired level of accuracy optimizing
the training time.

Also we used another loss function called Focal
loss [20], a variation of Binary Cross-Entropy, that serves
to lower the impact of simpler to learn instances, thereby
encouraging the model to concentrate its learning efforts
on more complex examples. This specialized loss function
demonstrates decent efficiency in scenarios with
significant class imbalances. When some classes appear
often and some are rarely seen. The desire to use that loss
function was mostly derived from the used dataset, as it’s
highly imbalanced, so in order to increase focus on other
classes this loss function was chosen. Focal Loss proposes
to focus on hard training examples, downweighing easy to
learn examples, using a modular factor, as shown in
formula below:

I=n
FL= a(i - pi)" log(pi).

i=1

Here, y > 0, but when y = 1 this function starts to
behave like CrossEntropy loss function. Parameter o
usually should be in range [0,1], it can be treated as a
hyperparameter, but in our case in order to make this
function more data aware modification of inverse class
frequency values was used.

In order to receive faster convergence, stability in the
learning process, and improved generalization, batch
normalization [21] layers were added to the network.
They apply a transformation that maintains the mean
output close to zero and the output standard deviation
close to one, transforming each input in the current mini-
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batch by subtracting the input mean in the current mini-
batch and dividing it by the standard deviation.

Width-wise scaling or expanding Convolutional
Neural Networks in width can be beneficial for several
reasons. A wider CNN allows the network to capture
different features and patterns within the data, improving
its accuracy. Besides that, a wider network can better
discern finer details in the data due to an enhanced variety
of feature maps and activations, which potentially leading
to performance improvements, especially in tasks which
require specific features extracting. Width-wise scaling
refers to adjusting the number of channels increasing
number of filters, and can be described as:

CONVgeqleqd (X) = G(Zizl (X *Wi'+by)) .

This method can be beneficial, but at the same time
wider networks increase computational requirements and
need additional memory and processing potential. Besides
that, it can lead to overfitting, especially with smaller
datasets. As it increases potential for the network to grow
overly specialized and less flexible with new or varied
data and might compromise its generalization abilities.

The scaling of a CNN depth-wise amplifies its ability
to extract complex features and patterns from data,
thereby enhancing its representational power. Depth-wise
method refers to adjusting number of layers, and can be
described as:

Fscaled (X) =conv;(...,conv; (X)),

where i — is adjusted amount of layer numbers.

By employing deeper architecture, convolutional
neural networks (CNNs) efficiently learn hierarchical
features, enabling the network to detect compound
patterns and characteristics spanning different tiers,
thereby amplifying network effectiveness in complex
tasks.

This approach also has its disadvantages, like
widthwise scaling, its increasing network’s depth leading
to enlarging complexity, longer time of training and
demanding more computational resources. As networks
become deeper it increases probability of overfitting,
especially on smaller datasets, as they might memorize
patterns instead of generalizing from them, decreasing the
model’s accuracy performing on new data.

Unlike previous methods which are model-based,
image resolution scaling is data-based method. The image
resolution refers to the amount of detail that an image
holds, typically measured in pixels. It is commonly
expressed as the width and height of the image in pixels.
The resolution determines the clarity and sharpness of the
image, with higher resolutions generally providing more
detail. Resolution scaling can be described as:

oo WxHxC
X scaled = resize(X ™)

>

RW*SxH*SxC 3nd S — scaling factor.
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Increasing image resolution can potentially increase
network accuracy, since higher image accuracy allows
models to learn fine-grained patterns. Commonly in order
to increase image resolution we would have to use
techniques like interpolation. But since our dataset
contains high resolution images it allows us just squeeze
images to desired size, which is higher than the original
one.

To receive all benefits from the previously described
methods we applied all those three methods
simultaneously on the same baseline network. But instead
of raw multiplying of the baseline network’s layer and
filters, we construct a modified version of the network
displayed on Figure 2.

Figure 2 — WDR-Unet architecture

The methods described before applied to whole
network, significantly increasing the number of
parameters. To use a smaller number of parameters we
decided to apply scaling method on U-net architecture
asymmetrically, that means applying scaling only on the
encoder part of the network. The proposed method can be
described as:

Fo(X)= Deconv(...,(Convg(...,Convé(xs)))) .

Schematic AWDR architecture is displayed on the
Figure 3.

N s

y [y
Devader part - i 2

[T e —

Encoder part

Figure 3 — AWDR-Unet architecture

Encoder part of the network should be scaled using
depth-wise and width-wise, besides that input image
resolution should be increased. Increasing depth should be
performed by adding new convolutional layers in the first
half of the network. After that scaling in width should be
applied to the encoder part, including new layers.

This concept was inspired by the desire to achieve
scaling benefits with lower requirements. Since encoder is
responsible for capturing and encoding hierarchical
features from the input image, we decided to scale this
part. We took a network scaled in all dimensions and
modified the decoder part to be the same as in the original
baseline. Received network have a smaller number of
parameters meanwhile preserves accuracy gain received
with combined scaling.
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4 EXPERIMENTS

For the training and validation processes was used
Cityscapes [22] dataset. It’s dataset for semantic
understanding of urban street scenes. It provides
semantic, instance-wise, and dense pixel annotations for
30 classes grouped into 8 categories: vehicles, humans,
constructions, flat surfaces, objects, nature, sky, and void.
But for this experiment only semantic information was
considered. The dataset consists of around 3475 fine
annotated images. Data was captured in 50 cities during
several months, daytimes, and good weather conditions.
Images were thoroughly selected to have the following
features: large number of dynamic objects, varying scene
layout, and varying background.

Each image has a size of 2048 x 1024 so we
performed image resizing using the nearest neighbor
algorithm which provides a sharper result image. To
decrease overfitting, we performed data processing which
includes random cropping and random flipping.

We applied all five methods described in previous
section to baseline. All received networks were trained on
the same dataset with the same number of epochs (50).

As the result of width-wise scaling we received
architecture that almost did not differ from baseline
except for the number of filters in each convolutional
layer. The origin amount was multiplied by a defined
scale factor. That approach increases the width of the
whole network symmetrically. Though the last
convolutional layer which has classification purpose
remained the same, since the number of classes in the
dataset wasn’t changed. In the experiment we aim to limit
scaling in the way that the number of parameters is
increased twice, following established limitation. The
received scaling factor was 1.4, since it doubled the
parameters amount of the original network.

In depth-wise scaling, to receive deeper network, we
extended the baseline architecture with additional layers
which were copies of existing layers. Each layer was
doubled, so depth of the entire network was doubled. The
scaling parameter in this case is two, selected in such a
way that the number of parameters in received
architecture would not break limitation.

Combined scaling method including all three methods
follows previous methods principles, except for different
scaling parameters, since in the result of the scaling we
need to meet limitations. To increase depth of the network
we added several layers, but instead of adding a plain
sequence of convolutional layers, we decided to use
residual blocks, since the model is quite deep and residual
blocks facilitate the stable backpropagation of gradients,
reducing the possibility of vanishing or exploding
gradients.

5 RESULTS
In the result of the experiment, we received five
different networks, which were received after applying
scaling methods to the base model.
For each of the method
characteristics are shown in Table 1.
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Table 1 — Scaled networks characteristics

Network Accuracy, % Params, M Speed, ms/step
AWDR-Unet 84.8 55.2 1134
WDR-Unet 84.7 62.8 1585
D-Unet 83.6 62.4 786
W-Unet 82.5 61.3 786
R-Unet 82.9 31.0 910
Baseline 80 31.0 430

As we can see from the table, the best accuracy
received AWDR network is 84.8%, approximately the
same accuracy as WDR received (84.7%) but has 7.6 M
parameters less and faster training speed. Making it a
reasonable method of scaling which needs further
investigations. In general, methods which combine
several methods show better accuracy results (about 1—
1.5% better than others), meanwhile have much higher
training time.

Increasing model in depth increases the number of
parameters by the equation Pgcaeq = d * Pyrigin » Where d

is scaling factor. So, for scaling factor 2 increases number
of parameters in twice. For the scaling in width number of
parameters can be counted as sum of each layer
parameters. The parameters grow is highly depends on the
architecture, and in our case increasing each layer’s filters
number by 1.4 increases overall parameters in twice.
Resolution scaling is not increasing parameters amount
since it’s not affecting architecture. But it has impact on
memory usage, we iteratively found that increasing image
resolution more than by 1.4 leads to memory overfitting.
Using all three methods simultaneously required adjusting
scaling factors to meet limitations, so we changed w
scaling factor to 1.16, and d to 1.8. Asymmetric method
got same scaling factors, but they were applied only to the
part of the network.

The computed loss of the five models at each training
epoch is shown in Fig. 4.
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Figure 4 — Training losses of each model

We can observe that WDR and AWDR have lower
and approximately equal loss values. From this
observation we can confirm that those networks are
training better. On the other hand, wider and deeper
networks have higher loss values. And decreasing near
baseline rate.

On the Fig. 5 we displayed validation loss graphics.
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Figure 5 — Validation losses

Here we can see about the same situation as we have
with training loss. WDR and AWDR networks have
lowest loss values, but here we can see an interesting
situation, after the 20-th epoch validation loss value starts
to increase. It could be the signal that the model started to
learn to perform well on the training data but fails to
generalize to new, unseen data. Since those networks are
much deeper and complex, they are more vulnerable to
overfitting. To fix that in further research we are going to
apply more advanced data augmentation techniques to
significantly extend the dataset

On Fig. 6 we show accuracy graphic, its display how
each model is becoming more accurate with each epoch.

- Baseline

W-Unet
| —— D-Unet

o3 — WOR-Unet
ANDR-Unet

[ 10 20 30 40 50
Epoch

Figure 6 — Accuracy of each model

We can observe from this figure how WDR and
AWDR models are converging faster than others, and
results in the highest accuracy value. Meanwhile, wider,
and deeper networks have second highest values, and
have approximately the same values, but deeper networks
have slightly better accuracy. Baseline has the lowest
accuracy among all networks. Also, it’s reasonable to
consider using early stopping techniques to stop earlier
not perform redundant training and train on lower epochs
amount.

6 DISCUSSION

In this study we investigated methods of scaling
convolutional neural network and its usage in solving
semantic segmentation task. The proposed method allows
us to combine benefits from other methods, meanwhile
using less parameters, which makes network more
accurate.

We conducted a review of literature and explored
existing approaches in semantic segmentation task, and
existing scaling techniques, which can be applied. Existing
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scaling methods includes model-based (depth-wise, width-
wise) and data-based (resolution scaling). The scaling in
depth and width [23] in general improves accuracy, but
received accuracy gain with our network and parameters
limit reaches about 3%. Image resolution scaling method
also allow to achieve accuracy gain, it can reach from 1%
to 13% [24] depending on the architecture and dataset, but
for our model and parameters limitation its accuracy gain
reached 2.9%. Hybrid scaling [25] produces about 4.7%
accuracy improvement. The proposed asymmetric method
achieves 4.8% accuracy increase, meanwhile produces
network with about 12% less parameters.

After it we conducted an experiment with different
scaling methods, including model-wise and data-wise
scaling. In a result we acquired five architecture
modifications with different characteristics. We empirically
verified that scaling a CNN is a beneficial approach in
cases where computation capabilities are not strictly
limited, and some extra resources are available.

Even though scaling in one dimension potentially can
lead to accuracy improvements, it’s more efficient to use
combined scaling, increasing network architecture in both
depth-wise and width-wise ways. Not least important is
scaling an input image size. The higher image resolution is
the more sophisticated patterns are available for the
network to learn. Using proposed method, we received a
network architecture that has less parameters while
preserving the approximately same high accuracy as
existing methods.

The results of the experiment showed that proposed
method helps to obtain high-accuracy network, which has
high accuracy, but using less parameters than existing
methods. However, with benefits from other methods, its
also took over the problem of increasing computational
requirements and training time, which leaves an open
question for further research about tradeoffs between
accuracy gain and resources requirements.

CONCLUSIONS

The paper analyzes scaling method for convolutional
neural network designed to solve semantic segmentation
task.

The scientific novelty of obtained results is the
proposed method of asymmetric scaling. This method is
appliable to the semantic segmentation models which
follows encoder-decoder architecture pattern. It allows to
obtain accuracy gain similar to existing methods, but at
the same time it uses a smaller number of parameters, that
makes it more recourse efficient.

The practical significance of obtained results is that
the neural network is trained and validated, that allow
method to be used in software development. The
experimental results allow to recommend the proposed
method for use in practice where semantic segmentation
task needs to be solved, it can have potential in the safety
area, autonomous driving, and traffic systems.

Prospects for further research are to study the
effectiveness of proposed method on other types of

networks with different architectures.
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METOJIA MACIITABYBAHHS 3rOPTKOBUX HEMPOHHUX MEPEXK )11 CEMAHTAYHOI CETMEHTALII

I'mups 1. O. — acnipanT kadenpu nporpamHoi iHmxeHepii, XapKiBCbKUH HalliOHAJIBHUH YHIBEPCUTET paJioeleKTPOHIKH, XapKiB,
VYkpaiHa.

Kpasenns H. C. — xaHz. TeXH. HayK, JIOLEHT, JOLEHT KadelIpy NporpamMHoi iHxeHepii, XapKiBChbKUil HAllIOHAIBHUI YHIBEPCUTET
paznioenekTpoHiky, XapkiB, YkpaiHa.

AHOTANLIA

AxTyanbHicTh. Po3poOka HOBOI apXiTeKTypH HEHPOHHOI Mepexi € CKIaAHUM 1 TPYIOMICTKHM IIPOLIECOM, SIKHU y ASSIKHX
BHIAJIKaX MOKe OyTH 3aMiHEHHH MacmTaOyBaHHSAM iCHYI04oi Mozemi. Y I CTaTrTi MU pO3IIIAJaEMO METOAM MacIITa0yBaHHS
3TOPTKOBO HEWMPOHHOI MEpEXi Ta IMparHeMo PO3pOOUTH METOI, KU J03BOJISIE MAcIITa0yBaTH OPUTIHAIBHY MEPEXKY, sIKa BUPIIIye
3aBIaHHS CETMEHTAallil, y OLIBII TOUHY MEpExKy.

Meta poGorn. Merolo poboTH € po3poOka MeToqy MacIuTaOyBaHHS 3rOpPTKOBOI HEHPOHHOI Mepexi, sSKui nocsrae abo
NepeBeplIye iCHYI04i MeTOAM MaciutabyBaHHs, 1 IEpeBipUTH HOTo epEeKTHBHICTh y BUPIIICHHI 3a1a4i CEMAHTHYHOI CerMeHTallil.

MeTona. 3anporoHOBaHUN aCHMETPUYHUHA METO NOEJHYE B OOl IepeBaru iHIIMX METO/IB 1 3a0e3nedye Taky ) BUCOKY TOUHICTb
Mepexi B pe3yibTari, SIK i KOMOIHOBaHHI METO[, i HaBiTh MepeBeplIye iHIN MeToxu. MeToJ po3po0JIeHO [isi 3aCTOCYBAHHS 10
3rOPTKOBUX HEHPOHHHX MEpPEX, SIKi CIIIYIOTh apXiTeKTypi KoJepa-aeKoepa, IPU3HAUCHOT UIsl BUPIMICHHS 3aBAaHHSI CEMAaHTHYHOI
cerMeHTanii. MeTo MOCHIIIOE MOTEHIial BHIUICHHS O3HAaK HIO BiOYBA€ThCS B YacTHHI KOAepa, BOJHOYAC 30epirac Mmo4aTKOBY
apxiTeKTypy YacTHHH JieKojepa. Uepe3 CBOIO aCHMETPHUYHICTh 3aIPONOHOBAHUNA METOA OUIbII e¢(EeKTUBHHUMN, OCKITBKH MPH3BOIAUTH
JI0 MEHIIIOTO IPHPOCTY KiNBKOCTI apaMeTpiB.

Pe3yabTaTn. 3anpormoHOBaHMI MeToJ pealizoBaHO Ha apxiTekTypi U-net, sika 3acTOCOByBajacsi JUIS BUPIIICHHS 3ajaadi
ceMaHTH4yHOI cermeHTarii. OuiHKa METOIy, a TaKOX IHIIMX MeTOJiB Oysia BUKOHAHa Ha CEMaHTHYHOMY HaOopi naHux. Merox
ACHMETPUYHOro MacmTaOyBaHHS IOKa3aB, L0 HoOro edexTHBHICTH NepeBepirye abo Jocsrae pe3yibTaTiB IHIINX METOJIIB
MacutabyBaHHs, IPH [IbOMY BiH € OUIbII e()eKTHBHUI 32 KiJIbKICTIO ITapaMeTpiB.

BucnoBku. Metonu MmacimraOyBaHHA MOXYTb OyTH KOPUCHHMM Yy BHIAJKaxX, KOJM JIOCTYIHI JOAATKOBI OOYMCIIOBAIbHI
pecypcu. 3anponoHOBaHH MeTOA OyB 3aCTOCOBAHHI 0 3rOPTKOBOI HEHPOHHOI MEpEeXi Ta OLIHIOBABCS IPW BHPILICHHI 3aBIAHHSI
CEeMaHTHYHOI CEeTMEHTalii, Ha SKOMY METOJ TOKa3aB CBOIO €(EeKTHBHICTh. He3Bakaroum Ha Te, OI0 METOIU MacIiTaOyBaHHS
MOKPALIyIOTh NMOYAaTKOBY TOYHICTh MEpEXi, BOHW 3HAYHO MiJBHILYIOTh BUMOTH JI0 MEPEXi, Ul 3MEHIICHHS SIKMX MPOHNOHYETHCS
acuMeTpuuHHil Meroj. IlepCreKkTHBM MNOJANBIINX JOCHUKEHb MOXYTh BKJIIOYATH IIPOLEC ONTHUMI3alil Ta MOCITIIKCHHS
ONTHMAJILHOTO KOMIIPOMICY MDK IMiZBHINCHHSM TOYHOCTI Ta BUMOTaMH IO PECYpCiB, a TaKOX IMPOBEACHHS EKCIIEPUMEHTY, SKHit
BKJIFOYA€ KiJIbKA PI3HUX apXiTEKTyp.

KJIFOUOBI CJIOBA: 3roprouna HeHpoHHa Mepeka, METOJ| MacIUTaOyBaHHS, acCHMETpUYHE MaclutaOyBaHHS, CEMaHTHYHA
CEerMEHTAllisl, KOAep-IeKoep, 300paKeHHs.
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