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ABSTRACT

Context. Face recognition, which is one of the tasks of pattern recognition, plays an important role in the modern information world and is widely used in various fields, including security systems, access control, etc. This makes it an important tool for security and personalization. However, the low probability of identifying a person by face can have negative consequences, so there is a need for the development and improvement of face recognition methods. The object of research is the face recognition process. The subject of the research is a mathematical model for face recognition.

One of the frequently used methods of pattern recognition is the construction of decision rules based on the prediction ellipsoid. An important limitation of its application is the need to fulfill the assumption of a multivariate normal distribution of data. However, in many cases, the multivariate distribution of real data may deviate from normal, which leads to a decrease in the probability of recognition. Therefore, there is a need to improve mathematical models that would take into account the specified deviation.

The objective of the work is to increase the probability of face recognition by constructing a ten-variate prediction ellipsoid for data normalized by the Box-Cox transformation.

Method. Application of the Mardia test to test the deviation of a multivariate distribution of data from normality. Building decision rules for face recognition using a ten-variate prediction ellipsoid for data normalized based on the Box-Cox transformation. Obtaining estimates of the parameters of the univariate and ten-variate Box-Cox transformations using the maximum likelihood method.

Results. A comparison of the results of face recognition using decision rules, which were built using a ten-variate ellipsoid of prediction for data normalized by various transformations, was carried out. In comparison with the use of univariate normalizing transformations (decimal logarithm and Box-Cox) and the absence of normalization, the use of the ten-variate Box-Cox transformation leads to an increase in the probability of face recognition.

Conclusions. For face recognition, a mathematical model in the form of a ten-variate prediction ellipsoid for data normalized using the multivariate Box-Cox transformation has been improved, which allows to increase in the probability of recognition in comparison with the use of corresponding models that are built either without normalization or with the use of univariate normalizing transformations. It was found that a mathematical model built for normalized data using a multivariate Box-Cox transformation has a higher probability of recognition since univariate transformations neglect the correlation between geometric features of the face.
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ABBREVIATIONS

BCT is the Box-Cox transformation;
SMD is the squared Mahalanobis distance;
PRFP is the probability of recognizing the first person.

NOMENCLATURE

k is a number of variables (geometrical facial features);
m is a number of degrees of freedom;
N is a number of data points;
$S_X$ is a sample covariance matrix for normalized data;
$\mathbf{X}$ is a non-Gaussian random vector;
$\mathbf{X}_{\bar{}}$ is a vector of sample means of the $X_j$ variables;
$X_j$ is a $j$-th non-Gaussian variable;
$\bar{X}_j$ is a sample mean of the $X_j$ values;
$Z$ is a Gaussian random vector;
$\mathbf{Z}_{\bar{}}$ is a vector of sample means of the $Z_j$ variables;
$Z_j$ is a $j$-th Gaussian variable that is obtained by transforming the variable;
$\alpha$ is a significance level;
$\beta_1$ is a multivariate skewness;
$\beta_2$ is a multivariate kurtosis;
$\chi^2_{m,\alpha}$ is the Chi-Square distribution quantile with $m$ degrees of freedom and significance level $\alpha$;
$\psi$ is a vector of multivariate normalizing transformation parameters.

INTRODUCTION

Facial recognition is becoming increasingly popular due to its wide range of applications in fields like computer vision, security systems, and others. The process of facial recognition involves automatically identifying individuals based on distinct facial features, including the shape of the eyes, nose, mouth, and other characteristics. The technology behind facial recognition is continually advancing leading to higher accuracy and opening up a multitude of possibilities for its use in various aspects of life.
The accuracy and effectiveness of facial recognition systems are heavily reliant on the specific decision rule chosen for the identification process. This decision rule essentially dictates how an individual’s facial features are classified into predefined categories or classes within the system.

In modern methods used for face recognition, an important limitation is the assumption of a multivariate normal distribution of the data [1]. However, real data often have a non-Gaussian distribution. As a result, such deviations can be the cause of errors in the face recognition process. Therefore, there is a need to improve mathematical models that can take into account deviations from the normal distribution of data.

The object of study is the process of face recognition. The facial recognition process involves a series of key steps, it initiates with image preprocessing, involving face detection, and alignment for optimal analysis. Feature extraction follows, identifying key facial elements such as the position of the eyes, nose, mouth, and other distinctive attributes. These extracted features serve as the foundation for generating a feature vector, a mathematical representation encapsulating the unique facial characteristics, which is pivotal in the recognition process. Pattern recognition, through the application of mathematical models, determines which individual the feature vector corresponds to. This process involves comparing the feature vector to a database of known individuals [2].

The subject of study is a mathematical model for face recognition. One of the frequently employed methods in pattern recognition involves building decision rules based on prediction ellipsoids.

The purpose of the work is to increase the probability of face recognition by constructing a ten-variate prediction ellipsoid for normalized data using Box-Cox transformation.

1 PROBLEM STATEMENT

Suppose given the original data sample set of the ten geometrical facial features the multivariate distribution for which is not Gaussian. Suppose that there are bijective ten-variate normalizing transformation

\[ \mathbf{\psi} = [\psi_1, \psi_2, \ldots, \psi_{10}]^T \]

of non-Gaussian random vector

\[ \mathbf{X} = [X_1, X_2, \ldots, X_{10}]^T \]

to Gaussian random vector

\[ \mathbf{Z} = [Z_1, Z_2, \ldots, Z_{10}]^T \]

is given by:

\[ \mathbf{Z} = \mathbf{\psi}(\mathbf{X}) \quad (1) \]

and the inverse transformation for (1)

\[ \mathbf{X} = \mathbf{\psi}^{-1}(\mathbf{Z}) \quad (2) \]

It is required to build the prediction ellipsoid for normalized data in the form:

\[ \left( \mathbf{Z} - \bar{\mathbf{Z}} \right)^T \mathbf{S}_\mathbf{Z}^{-1} \left( \mathbf{Z} - \bar{\mathbf{Z}} \right) = \chi^2_{m,\alpha} \quad (3) \]

where

\[ \mathbf{S}_\mathbf{Z} = \frac{1}{N} \sum_{i=1}^{N} (\mathbf{z}_i - \bar{\mathbf{Z}})(\mathbf{z}_i - \bar{\mathbf{Z}})^T \]

Also, it is required to develop the decision rule for face recognition based on equation (3) and the transformations (1) and (2).

2 REVIEW OF THE LITERATURE

Mahalanobis distance is a way of measuring how far a point is from a distribution of points, taking into account the shape and orientation of the distribution. It is based on the idea that the distance between two points should be scaled by the variance and covariance of the variables involved. The squared Mahalanobis distance (SMD) is widely used in statistics and multivariate data analysis for assessing the relationships between data points in various applications.

The value of the SMD is approximately equal to the value of the Chi-squared distribution with \( k \) degrees of freedom, which is equal to the number of characteristics [9, 10]. Recognition takes place with the help of a prediction ellipsoid, which defines the space of allowed values such that all elements within the same class are inside the ellipsoid, while others are outside it.

Many statistical procedures assume that the variables are normally distributed, and an assumption of homoscedasticity or homogeneity of variance. Significant violations of either assumption can increase the chances of committing either a type I or II error. Rectifying these issues through data transformations can significantly improve analysis accuracy [11].

The construction of the ellipsoid relies on the assumption that the data follows a multivariate normal distribution [12]. However, real data may have a non-normal multivariate distribution, which leads to a lower recognition probability. To solve certain practical problems, which are based on the use of the Mahalanobis distance, in the case of non-Gaussian data, normalization is used [13, 14]. Its application allows solving the corresponding problems for data whose multivariate distribution deviates from normal.

In [15], a decision rule for pattern recognition was improved based on the application of the SMD for normalized data from 10 characteristics using a decimal logarithm transformation. This allowed to increase in the probability of recognition, but when using the decimal logarithm, the probability of recognition is not always satisfactory, so it is necessary to apply other normalizing transformations, such as the Box-Cox transformation (BCT).
3 MATERIALS AND METHODS

To create feature vectors, a special program was developed in Python using the Dlib computer vision library. After detecting a face in the input image, the program performs several image processing steps, including cropping and aligning the face so that the eyes are at the same level. Such processing helps to remove some of the distortions caused by the position of the face in the input image [16]. In the last step, the program obtains a set of characteristics from the aligned image. Each feature is the pixel distance between facial landmarks defined by the Dlib library.

After analyzing the studies [17–19], 17 key landmarks of the face were identified. Using the pixel distances between these landmarks, a vector consisting of 10 features was constructed. The symmetrical distances were averaged, resulting in the following features: $X_1$ – the average distance from the eyes to the middle of the nose, $X_2$ – the average distance from the eyes to the center of the mouth, $X_3$ – the average distance from the eyes to the center of the eyebrows, $X_4$ – the average distance from the eyebrows to the top of the nose, $X_5$ – the average distance from the corners of the eyes to the top of the nose, $X_6$ – the distance between the eyebrows, $X_7$ – the distance between the nose and the middle of the mouth, $X_8$ – the distance between the corners of the mouth, $X_9$ – the distance between the edges of the nose, $X_{10}$ – the distance from the mouth to the chin.

To account for variations in the position of the face in the image and different distances to the camera, a normalization process is used by dividing each feature by the distance between the eyes [20].

In the final version, the vector takes the form:

$$X = \frac{(v_1+v_2)/2d, (v_3+v_4)/2d, (v_5+v_6)/2d, (v_7+v_8)/2d, (v_9+v_{10})/2d, v_{11}/d, v_{12}/d, v_{13}/d, v_{14}/d, v_{15}/d)}{2d}.$$

A dataset from work [15] containing 200 photos of two people was chosen, where 100 photos are used to build a prediction ellipsoid for recognizing the first person, and 300 are used for testing.

As a result, 400 feature vectors were obtained, one per photo, consisting of 10 elements.

A vector of first-person sample means $\overline{X} = \{\overline{X}_1, \overline{X}_2, \ldots, \overline{X}_{10}\}^T$ to construct a prediction ellipsoid: 

$$\overline{X} = \{0.6330; 1.1629; 0.3010; 0.6259; 0.2994; 0.3670; 0.3015; 0.8011; 0.3584; 0.6290\},$$

the covariance matrix is shown in Table 1, and the characteristic ranges in Table 2.

*Figure 1 – Distances between face key points used for recognition*
The Mardia test was used to assess the deviation of the multivariate data distribution from normality. It is based on the analysis of the multivariate skewness $\beta_1$ and kurtosis $\beta_2$ of the data, which are indicators of how much the data deviate from the normal distribution and are calculated according to the following formulas:

$$\beta_1 = \frac{1}{N^2} \sum_{i=1}^{N} \sum_{j=1}^{N} \left( \mathbf{x}_i - \bar{\mathbf{x}} \right)^T S_{\mathbf{x}}^{-1} \left( \mathbf{x}_j - \bar{\mathbf{x}} \right),$$

(4)

$$\beta_2 = \frac{1}{N} \sum_{j=1}^{N} \left( \mathbf{x}_j - \bar{\mathbf{x}} \right)^T S_{\mathbf{x}}^{-1} \left( \mathbf{x}_j - \bar{\mathbf{x}} \right),$$

(5)

where

$$S_{\mathbf{x}} = \frac{1}{N} \sum_{i=1}^{N} \left( \mathbf{x}_i - \bar{\mathbf{x}} \right) \left( \mathbf{x}_i - \bar{\mathbf{x}} \right)^T.$$

According to the Mardia test, the multivariate distribution of the received sample is not Gaussian since the test statistic for multivariate skewness $N\beta_1/6$ of the data, which equals 289.20, is greater than the quantile of the Chi-Square distribution, which is 277.77 for 220 degrees of freedom and 0.005 significance level. In contrast, the test statistic for multivariate kurtosis $\beta_2$, which equals 122.35, does not exceed the value of the Gaussian distribution quantile, which is 127.97 for the mean of 120, the variance of 9.6, and a significance level of 0.005. That is why, there is a need to apply a normalizing transformation (1).

The original BCT is a univariate transformation with one parameter $\lambda$ and is applied element-wise to a vector. For multivariate data, it is usually applied $k$ times as univariate mapping to each column with different values for $\lambda$. The overall transformation is specified by a $k$-variate vector $\mathbf{\Theta} = \{\lambda_1, \lambda_2, \ldots, \lambda_k\}$ [21].

As in [22], where each element of the vector $\mathbf{T}$ is calculated independently of the others, a sample with the following vector of means $\mathbf{z} = \{z_1, z_2, \ldots, z_10\}$ was obtained:

$$Z_j = x(\lambda_j) = \begin{cases} \left( \frac{\lambda_j - 1}{\lambda_j} \right)^{X_j} & \lambda_j \neq 0; \\ \ln(X_j) & \lambda_j = 0. \end{cases}$$

As in [22], the main task when using the method is to find the optimal value of the input parameter in such a way that, as a result of the transformation, the distribution of the output value is as close as possible to the normal one. The most popular method of finding the optimal value of the lambda parameter is the maximum likelihood estimation:

$$l(\lambda) = C - \frac{N}{2} \ln \sum_{i=1}^{N} \left( \frac{x(\lambda_i) - \bar{x}(\lambda)}{N} \right)^2 + \left( \lambda - 1 \right) \sum_{i=1}^{N} \ln(x_i).$$

(7)

The multivariate Box-Cox method uses a separate transformation parameter for each variable. When variables are transformed to joint normality, they become approximately linearly related, constant in conditional variance, and marginally normal in distribution. In the case of using the ten-dimensional BCT, the components of the vector $\mathbf{T}$ are defined as (6).

$$l(x, 0) = \sum_{i=1}^{k} \left[ \ln(x_i) - \frac{N}{2} \ln[\det(S_{\mathbf{z}})] \right].$$

(8)

After applying normalizing transformations, a ten-variate prediction ellipsoid is built based on (3):

$$\left( \mathbf{z} - \bar{\mathbf{z}} \right)^T S_{\mathbf{z}}^{-1} \left( \mathbf{z} - \bar{\mathbf{z}} \right) = \chi^2_{10, 0.005}.$$  

(9)

The value of the quantile of the Chi-square distribution is 25.19 for 10 degrees of freedom and a significance level of 0.005. The decision rule is based on a prediction ellipsoid (9), which describes the space of admissible values for each class such that all objects of one class must lie within the bounds of this ellipsoid, and of another class – outside the bounds.

4 EXPERIMENTS

For comparison, two prediction ellipsoids are built based on the data from [14] and two normalization transformations: the univariate BCT and the ten-variate BCT.

A univariate BCT is applied to the initial sample. As a result of solving the task using the maximum likelihood method of the logarithmic function (7), the following parameter estimates were obtained: $\hat{\lambda}_1 = 1.7451$, $\hat{\lambda}_2 = -4.5493$, $\hat{\lambda}_3 = -0.7145$, $\hat{\lambda}_4 = 0.3643$, $\hat{\lambda}_5 = 5.1055$, $\hat{\lambda}_6 = -0.8785$, $\hat{\lambda}_7 = -0.4222$, $\hat{\lambda}_8 = -2.7221$, $\hat{\lambda}_9 = -1.8611$, $\hat{\lambda}_{10} = 1.0102$.

As a result of the application of the univariate BCT with components (6), where each element of the vector $\mathbf{T}$ is calculated independently of the others, a sample with the following vector of means $\mathbf{z} = \{z_1, z_2, \ldots, z_{10}\}$ was obtained:

$$\mathbf{z} = \{-0.31461; 0.10718; -1.92555; -0.43103; -0.19549; -1.62004; -1.57614; -0.31836; -3.16345; -0.37015\}.$$  

The covariance matrix of the sample in Table 3, ranges of characteristics in Table 4.

The normalized sample obtained as a result of applying the univariate BCT does not deviate from the multivariate normal distribution, because the test statistic for multivariate skewness $N\beta_1/6$, which equals 276.51, does not exceed the critical value 277.77; the test statistic for multivariate kurtosis $\beta_2$, which equals 120.4, is less than the critical value of 127.97.

Applying the ten-variate BCT to normalize the initial sample. As a result of solving the task using the maximum likelihood method of the logarithmic function (8), the following parameter estimates were obtained:
As a result of the application of the ten-variate BCT with components (6), a sample with the following vector of means \( \{Z_1, Z_2, Z_3, Z_4, Z_5, Z_6, Z_7, Z_8, Z_9, Z_{10}\} \) was obtained:

\[
Z = \{-0.52627; 0.13911; -0.91083; -0.25654; -0.24379; -1.13224; -1.14383; -0.26329; -2.03304; -0.34494\}.
\]

The covariance matrix of the sample in Table 5, ranges of characteristics in Table 6.

After data normalization by univariate and multivariate BCTs, ten-variate ellipsoids were constructed based on (9). The computer program implementing the constructed models was developed to conduct experiments. The program was written in the Python language.

### 5 RESULTS

The recognition check is based on two criteria, such as the probability of recognizing the first person (PRFP), and the probability of type II errors, which occur when the decision rule mistakenly identifies another person as person 1.

Application of (9) for normalized data with a univariate BCT to recognize 300 test photos allowed obtaining the following results: the PRFP is 94%, with a probability of type II errors being 5.5%. The application of (9) for data normalized using the ten-variate BCT allowed obtaining the PRFP of 97% with type II errors of 2.5%.

Table 7 shows a comparison of the results of using models for non-normalized data (Source); data normalized by the transformation of the decimal logarithm (Lg) [15]; normalized data using univariate BCT; normalized data using the ten-variate BCT.
The use of ten-variate prediction ellipsoid (9) for data normalized using a multivariate BCT resulted in the highest probability of recognition.

### 6 DISCUSSION

As is evident from Table 7, the decision rule built for the initial data resulted in the lowest recognition probability. Application of decision rules for normalized data by decimal logarithm and univariate BCT has increased the PRFP and reduced the possibility of type II errors. The most notable enhancement in recognition accuracy was achieved with the ten-variate BCT.

Taking into account that the use of univariate transformations has a lesser impact, it is important to note that this can be explained by the fact that univariate transformations do not account for data correlation. Thus, their limitation lies in their inability to consider the interrelationships between different variables, which affect the analysis results. Unlike univariate transformations, the ten-variate BCT preserves inter-variable relationships crucial in capturing complex facial features.

### CONCLUSIONS

The important problem of increasing the probability of face recognition by constructing a ten-variate prediction ellipsoid for data normalized by the BCT is solved.

The scientific novelty of the obtained results is that the ten-variate prediction ellipsoid for normalized data for face recognition is firstly constructed based on the BCTs. The application of univariate BCT resulted in a slight improvement, which is explained by the fact that the method does not take into account the correlation between features. The construction prediction ellipsoid for normalized data based on ten-variate BCT allowed increased PRFP and reduced type II errors.

The practical significance of the obtained results is that the software realizing the constructed model is developed in the Python language. The experimental results allow us to recommend the constructed model for use in practice.

**Prospects for further research** may include the use of other multivariate normalizing transformations to construct prediction ellipsoid for face recognition.
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