HEMUPOIHOOPMATHUKA TA IHTEJIEKTYAJIbHI CUCTEMU

HEHPOIH®OPMATUKA
TA IHTEJIEKTYAJIBHI CUCTEMH

HEUPOUH®OPMATHUKA
N UHTEJUIEKTYAJIBHBIE CUCTEMDbI

NEUROINFORMATICS
AND INTELLIGENT SYSTEMS

UDC 004.93

Subbotin S. A.

Dr.Sc., Professor, Professor of Department of software tools,
Zaporizhzhya National Technical University, Ukraine

THE INSTANCE INDIVIDUAL INFORMATIVITY EVALUATION FOR THE
SAMPLING IN NEURAL NETWORK MODEL SYNTHESIS

The problem of mathematical support development is solved to automate the sampling at
diagnostic and recognizing model building by precedents. The object of study is the process of
diagnostic and recognizing neural network model building by precedents. The subject of study
is the sampling methods for neural network model building by precedents. The purpose of the
work is to increase the speed and quality of the formation process of selected training samples
for neural network model building by precedents. The method of training sample selection is
proposed which for a given initial sample of precedents and given feature space partition
determines the weights characterizing the term and feature usefulness. It characterizes the
individual absolute and relative informativity of instances relative to the centers and the bound-
aries of feature intervals based on the weight values. This allows to automate the sample
analysis and its division into subsamples, and, as a consequence, to reduce the training data
dimensionality. This in turn reduces the time and provides an acceptable accuracy of neural
model training. The software implementing proposed indicators is developed. The experiments
to study their properties are conducted. The experimental results allow to recommend the
proposed indicators for use in practice, as well as to determine effective conditions for the
application of the proposed indicators.
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NOMENCLATURE

§ is a proportion of the original sample in the training
subsample;

E ,is aneural network model error for the whole original
sample;

ep,. is a number of executed epochs of neural network
training;

E,_ is aneural network model error for the training sample;

F() is aneural network model structure;

S0 isauser criterion characterizing the argument quality
relatively to the problem being solved;

Kjk 1s a number of classes, which instances hit the k-th
interval of j-th feature values;

N is anumber of features characterizing original sample;

N' is a number of features in a subsample;
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opt is an optimal (desired or acceptable) value of the
functional f{) for the problem being solved;

S is a number of instances in the original sample;

S’ is a number of instances in a subsample;

Sjk is a number of instances in the k-th term of the j-th
feature;

¢, 1s a time of neural network model training;

wis a set of controlled (adjusted) parameters of the neural
network model;

X', is a value of j-th input feature X, characterizing the
instance x*;

¥ is an output feature value associated with the instance x*;

" is a calculated output feature value for the s-th
instance on the neural model output;

x*is s-th instance of a sample.
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INTRODUCTION

To automate the decision making in problems of technical
and medical diagnosis, as well as in pattern recognition
problems it is necessary to have a model of a decision
dependence from descriptive features, characterizing an
instance to be recognized (an observation of the object or
process condition at a certain time). As a rule, due to the
lack or inadequacy of expert knowledge in practice such
model constructed on the basis of observations or
precedents (instances).

The one of the most popular and powerful tools for model
building by precedents are artificial neural and neuro-fuzzy
networks [1] that can learn by precedents, providing their
generalization and extracting knowledge from the data.

The object of study is the process of diagnostic and
recognizing neural network model building by precedents.

The process of neural model building is typically time-
consuming and highly iterative. This is caused by that
training time and accuracy of the neural network model are
essentially dependent on the dimensionality and quality of
the used training sample. Therefore, to improve the
construction speed and quality of neural model it is
necessary to reduce the dimension of the sample, providing
the preservation of its basic properties.

The subject of study is the sampling methods for neural
network model building by precedents.

The known sampling methods [2-23] are highly iterative
and low speed, as well as characterized by the uncertainty
of quality criteria of formed subsample.

The purpose of the work is to increase the speed and
quality of the formation process of selected training samples
for neural network model building by precedents.

1 PROBLEM STATEMENT

Suppose given the original sample as a set of precedents
(instances) <x, y>, where x={x*}, x= {xj} ,X= {xfj} S X= {xfj},
=0}, s=1,2,..,85,j=1,2,..,N.

For a given sample of precedents <x, y> the problem of
neural model synthesis can be presented as the problem of
finding <F(), w>: y** = F(w, x*), AAF(), w, <x, y>) —> opt,
where the model structure F() usually specified by the user
in practice, and the set of controlled parameters wis adjusted
based on the training sample.

In turn, the problem of subsample formation from a given
sample <x, y> is to find such a set of <x', y'>: x' {x*},
y={yrex'}, §'<S, N'=N, wherein f[<x', y'>,<x,)>) — opt.

2 REVIEW OF THE LITERATURE

The sampling methods for decision-making model
building by precedents in [2, 3] are divided into prototype
selection methods and prototype construction methods.
Here, the prototype means selected subsample relative to
the original sample.

The prototype selection methods [4—15] does not
modify, but only select the most important instances from
the original sample. Depending on the strategy of solution
forming these methods are divided into incremental methods

[4, 5] (they successively add instances from the original
sample to the subsample) and decremental methods [4—8]
(they successively remove instances from the original
sample, and obtain a subsample as a result). There are also
separated such methods as noise filtering methods [6, 8, 9—
11] (they remove instances, which class labels do not equal
with most of the neighbor labels), condensation methods
[4-7, 12, 13] (this methods add instances from the original
sample to the formed subsample, if they bring a new
information, but do not add if they have the same class
labels as their neighbors), and methods based on stochastic
search [12, 14, 15] (they randomly form a subsample from
the original sample, considering a set of variants of decisions
and selecting the best of them). The common disadvantages
of these methods are the high iterativity and big search
time, as well as uncertainty in quality criteria selection of
formed subsample.

The methods of prototype construction [12, 15-23] based
on the original sample build artificial instances, allowing to
describe the original sample. Among these methods it is
possible to separate the cluster analysis based methods
[18, 19, 23] (they replace the original sample by the centers
of its clusters), the data squashing methods [17] (they
replace the original sample instances by the artificial
prototypes having weights obtained on their basis) and the
neural network methods (neural network based methods)
[16, 20-22] (they train a neural network on the original
sample, which is then used for cluster centers extraction as
instances of formed subsample). The common
disadvantages of these methods is their high iterativity and
a big operating time, and the uncertainty in the initial
parameter setting. The methods based on a cluster analysis
are characterized by disadvantages such as the uncertainty
of cluster number, initial parameters, and metric selection
for the clustering and training methods. The data squashing
methods form prototypes, which are difficult to interpret.
The neural network methods have such disadvantages as
the difficulty of prototype extraction from the neural network
model, the no guarantee of receiving of acceptable neural
network model a result of training, the neural network model
variability, entailing nonstationarity of constructed
prototypes, the orientation on a specific model, the
uncertainty in setting the initial parameters of the model
and training methods.

Additionally the combined methods are distinguished
[3]- They combine the selection and formation of prototypes.
The combined methods have the same disadvantages as
methods of prototype selection and methods of prototype
construction.

Since the prototype construction methods and the hybrid
methods related with them are slower than the prototype
selection methods, it is advisable to choose the latter as the
basis for sampling problem solving.

In order to eliminate the disadvantages of these methods,
it is advisable to form a sample without iterative busting of
instance combinations by a certain percentage of instance
selection from the original sample. This will significantly
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reduce the time. Herewith we also need to define the
indicators to evaluate the individual instance informativity
with regard to their position relatively to the interclass
boundaries and to the centers of pseudo-clusters, which.
This makes possible to generate a non-random sample, to
estimate and guarantee the high quality of selected
subsamples.

3 MATERIALS AND METHODS

Let’s break feature space into rectangular regions limiting
the range of values of each feature by its minimum and
maximum values. Then the partition projections into feature
axis allow to allocate feature intervals of for each of the
rectangular block. The intervals can be formed as cluster
projections or as a regular grid, or on the basis of class
boundaries in sample one-dimensional projections on the
feature axes [24].

Then each such interval can be considered as a term and
itis possible to evaluate its importance for decision-making
on instance belonging to the cluster with the weight of the
k-th term of j-th feature of s-th instance x* based on a
description of the corresponding interval center by the
formula (1):

W= exp(-(0.5(r — L) —x%)), 1)

as well as the weight of the A-th term of j-th feature of the s-
th instance x° relatively to the description of the intercluster
boundaries determined by the formula (2):

g = exp(-(min((ry —x*), (- L)), @)
Then the overall significance of the k-th term of j-th
feature of s-th instance x*relatively to the description of the
intercluster boundaries can be estimated using the weight
determined by the formula:
w’ ' = max we i wg® jk}'
Defining for each s-th instance the term significances,
we can also determine the term weights for the whole sample:
S jk
Wik =
SK ji.
Knowing the term significance we can define the feature
informativity evaluations by formula (3):

w; = max{ k} ©)

or by the formula (4):

z @

lkl

It is also possible to use the individual evaluation of the
feature informativity in the range [0, 1] defined by the
indicators [24].
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Based on evaluations of term and feature significance
we can determine informativity evaluations for each s-th
sample instance by the formula (5):

k;
w; Z W/kws./k
1 k=1
®)

N
Z WJZWkaaX{W Jjk}
J=1

Mz

J

L(x*)=

or by the formula (6):
2(x7) le max {W}kjkl '
i=1,2,...N IIHZaX {wik} [m;lx{ijk}]
q ok

Suggested indicators (5) and (6) provide evaluation of
individual informativity of instance x‘relatively to the initial
sample in the range [0, 1]. The greater the value of
corresponding indicator, the more valuable is an instance,
and vices versa.

If necessary, the estimates (5) and (6) can be further
normalized so that they will give not an absolute but relative
value of instance significance in the sample (7):

I(x*)—min{I(x?)}
I(x*)= F— : @
max{/(x?)} —min{I(x?)}
p p

In this case, the instance with the maximum individual
informativity will receive evaluation equal to one, and the
instance with minimal informativity will receive evaluation
equal to zero. The application of (7) can be useful when it
need to simplify the choice of the threshold for separating
the sample by the corresponding informativity indicator.

The proposed indicators of evaluation of individual
instance significance can be used in the subsample formation
from the given original sample by one of the following
methods:

1) to form a training subsample of those instances of the
original sample, the normalized values of which individual
informativity evaluations (7) are greater than some specified
threshold;

2) to form a training subsample from the not more than
§" =88 instances of the original sample with the greatest
individual informativity evaluation values;

3) to form a training subsample from the not more than
S'/K instances of each class of the original sample with the
greatest values of individual informativity evaluations;
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4) to use a stochastic search based on evolutionary or
multi-agent methods, selecting the best in a some sense
combination of instances, using information about
individual informativity of instances in the search operators
to accelerate the search and focusing it on the most promising
solutions.

The first method does not obviously determine the
number of instances that will fall into the formed sample.
The fourth method is iterative and requires the specification
and use of quality indicators, the calculation of which can
also be time consuming. Therefore, the second and third
methods are the most simple applicable in practice and
relatively simple from a computational point of view. They
are appropriate to examine together with the proposed
measures.

4 EXPERIMENTS

The computer program implementing the proposed
method, which complements the « Automated system neural
network and neuro-fuzzy model synthesis for non-
destructive diagnosis and pattern classification on featuresy»
(certificate of copyright registration Ne 35431 from 21.10.2010)
was developed to conduct experiments.

The developed software was studied in solving the
Fisher Iris classification problem [25]. The initial data sample
contains 150 samples characterized by four input features.
The output feature determines instance belonging to one of
three classes.

On the basis of the original sample the instance
informativity evaluations were obtained and subsets of
instances as a training samples were selected by the second
and third methods.

To study the second method the 25 %, 50 %, 75 % and
100 % (for the control) instances with the greatest values of
individual significance was selected from the whole original
sample and included to the training set, respectively. To
study the third method the 25 %, 50 %, 75 % and 100 % (for
the control) instances with the greatest values of individual
significance in each class was selected from the original
sample and included to the training set, respectively.

Further, for each sample a model based on a two-layer
feed-forward neural network was built. It was trained using
the Levenberg-Marquardt method [1]. The number of network
inputs was determined by Nis the number of features in the
corresponding problem. The number of neurons in the second
layer of the network corresponds to the number of classes K.
The number neurons of the hidden (first) layer was defined
as 2K. All neurons of a network were used the weighted sum
as weight (postsynaptic) function and logistic sigmoid as
transfer function. The training method parameters were set
as follows: the learning rate is 0,01, the allowable number of
iterations (epochs) of the method is 1000, the target value of
the error function is 10°°.

After neural model training process completion its final
characteristics were fixed: the training time #_and the number
of spent training iterations ep, . After training each model
was tested separately on the training and the whole original

samples, for each of which the error was determined,
respectively, £_and E_,. Here each error is the number of
instances of corresponding sample for which the estimated
value did not match the actual value of the output feature.

5 RESULTS

The fragment of the results of conducted experiments is
presented in the table 1. Here we use the following notation
for the coding method of sampling: G is a regular grid
partition, N is an irregular partition based on class boundaries
in one-dimensional sample projections on the feature axis,
Kis instance selection in each class separately, A is instance
selection in the whole sample. Calculated instance
informativity indicators are encoded as follows: the first
digit codes the / calculation method: 1 — by the formula (5),
2 —by the formula (6)); second digit codes the method of w,
calculation: 1 —by the formula (3), 2 — by the formula (4)).
For each of the experimentally obtained indicators it is also
listed a percentage of formed training sample volume relative
to the original sample volume. Markers «min», «average»
and «max» are designated, respectively, minimum, average
and maximum values.

The table 1 shows that the use of the proposed method
of instance significance determining allows in practice to
select a subsample of smaller volume from of the original
sample, enough to construct neural network models with
the required accuracy, reducing the time to build models.

Fig. 1 graphically illustrates the instance placement of
the original and formed samples in the space of the first two
features (the sepal length in cm on the abscissa axis and the
sepal width in cm on the ordinate axis are plotted). Here
markers «.», «x» and «+» denote the instances of different
classes of the initial sample, a marker «o» indicates instances
selected to the training set.

It can be seen from the fig. 1 that the proposed method
allows to select the most significant instances of the original
sample. In this case the obtained results essentially depends
on the subsample formation method, the feature space
partitioning method and the method of individual instance
informativity evaluation.

6 DISCUSSION

As it evident from the table 1, with the increasing of
examples number in the formed sample the accuracy is
increased (errors for formed training and for the original
samples reducing), the training time and the number of
training iterations are increased, and vice versa. At the same
time a significant reduction of a sample volume to the 25 %
of original leads to deterioration the training process
characteristics (the time and number of iterations increase)
and also to a decrease in accuracy. This can be explained by
the fact that instances critical to describe the class separation
can not be included to the sample of small volume.

Even a small reduction of the original sample volume in
25 % (up to 75 % of the original sample volume) yielded
acceptable accuracy and reduces training time by more than
1.7 times. Reducing the volume of the original sample by a
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Figure 1 — The example of training samples formation from the original sample for the Fischer iris classification problem in the space
of the first two features, where selected 50 % of the instances:
a—-111,G,A;b—121,G,A; ¢ - 111,G, K; d - 121, G, K; e — 11, N, K; f—I11, N, A
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Table 1 — The fragment of experimental results on model building by the formed samples

Method| 7 ly. S €D Ey. Eau
code |code| 25% | 50% | 75% [100%| 25 % | 50 % | 75 % | 100 % | 25 % | 50 % | 75 % 102]0 25% | 50% |75 % {100 %
I11 |0.094|0.218 | 0.172 | 0.655 17 51 28 123 0 0 [0.006| 0 | 0.064 | 0.024 [0.004| O
G Ik 112 | 1.888 1 0.234 | 0.343 | 0.250 | 630 49 67 33 0 0 0 0 | 0.091 | 0.044 (0.002| O
121 |0.094]0.218 | 2.371 [ 0.125 | 21 31 583 19 0 0 0 0 | 0.058 | 0.031 0 0
122 10.125|0.172 { 0.203 | 0.203 | 24 35 38 28 0 0 0 0 | 0.044 | 0.049 (0.022| O
I11 |0.094|0.546 | 2.418 | 1.076 | 16 137 594 239 0 0 0 0 | 0.073 | 0.036 {0.004| O
N Ik 112 | 0.094 | 0.250 | 0.203 | 1.591 15 55 39 325 0 10.009| 0 0 | 0.044 | 0.040 (0.013| O
121 |0.203 [ 0.374 | 0.203 [ 4.680 | 50 92 26 1001 0 0 0 0 | 0.060 | 0.018 [0.013| O
122 | 0.125]0.140 | 0.640 | 2.855 | 27 25 137 634 0 0 0 0 | 0.053 | 0.024 (0.024| O
I11 ]0.296 | 0.421 | 0.218 | 0.203 7 101 40 172 0 10.027( 0 0 | 0.444 | 0.169 (0.004| O
G la 112 | 0.109 | 0.562 | 0.312 | 0.624 9 137 75 114 0 0 0 0 | 0.229 | 0.076 [0.004| O
121 |0.218 [ 2.730 | 0.343 | 0.406 | 68 809 75 90 [0.018| O 0 0 | 0.149 | 0.044 |0.007| O
122 {0.109]0.109 | 0.515 [ 0.577 | 18 21 114 105 0 0 0 0 | 0.036 | 0.064 {0.029| O
I11 2964 |0.577 | 3.931 | 2.964 | 1001 | 151 | 1001 | 637 0 0 0 0 | 0.033 | 0.013 0 0
N |a 112 | 2.980|0.281 | 0.265 [ 2.714 | 976 70 62 595 0 0 0 0 | 0.029 | 0.033 {0.009| O
121 |0.125(0.234 | 0.187 | 1.326 | 42 52 45 274 0 0 0 0 | 0.249 | 0.009 (0.004| O
122 1 0.640 | 1.888 | 0.218 | 0.468 | 199 | 545 32 101 0 0 0 0 | 0.240 | 0.009 [0.009| O
min 0.094 | 0.109 | 0.172 | 0.125 7 21 26 19 0 0 0 0 | 0.029 [ 0.009| O 0
average 0.635 | 0.560 | 0.784 | 1.295 | 195 148 185 281 |10.001{0.002| O 0 | 0.119 | 0.043 {0.009| O
Max 2.980 | 2.730 | 3.931 | 4.680 | 1001 | 809 | 1001 | 1001 |0.018{0.027[{0.006| O | 0.444 | 0.169 |0.029| 0

half afforded the gain in speed by 2.3 times. This confirms
expediency of application of the proposed mathematical
support in the neural network model building by precedents.

A method of instance selections in which the subsample
is extracted considering the instance significance in the whole
original sample (fig. 1a, fig. 1b, fig. 1f), leads to the selection
of less informative instances in comparison with the instance
selection considering the significance of instances in each
class separately (fig. lc, fig. 1d, fig. le). This is because the
frequencies of each class instances may be different and in
the selection of instances excluding class numbers it is
possible to pass a locally important instances. Another cause
may be that the instances describing external borders of
classes, but do not important for the separation of adjacent
classes can be recognized individually as significant, if we
ignore their belonging to classes.

We should also note that the method of calculation of
individual instance informativity indicators not only
quantitatively but also qualitatively effect on the formed
sample. It has been established that the indicators I11,
defined by formulas (5) and (1), and I12, defined by formulas
(5) and (2), respectively, mostly lead to the similar results,
which differ significantly from the results for indicators 121,
defined by the formulas (6) and (1), and 122, defined by the
formulas (6) and (2), respectively. At the same time the
indicators 121 and 122 are more resistant to the instance
selection method, and the indicators 111 and 112 are the
most effective in the instance selection using the instance
importance in each class separately.

The significant influence of a feature space partitioning
method on the results of the significance evaluation and

selection of instances by the results of conducted
experiments can be explained by that the method of irregular
partitioning with allocation of class intervals on the axis of
each feature [24] allows usually get the best partition in
comparison to the regular grid partition method. However,
reducing the width of the interval, and correspondingly
increasing the number of intervals of each feature axis can
improve the latter method results. The selection of the
optimum width of the interval is a separate problem that
should be carried out taking into account the complexity
characteristics of the particular application.

The closest analogue to the proposed method for
determining the instance informativity is a set of indicators
proposed in [26]. In contrast to the proposed in this paper,
the indicators [26] characterize separately instance
properties to be informative relatively to the external and
internal borders, as well as to the class centers, which is
their advantage in the problems of the data visualization
and analysis. However, their disadvantages are low speed
due to the need to calculate distances between instances,
as well as the need and ambiguity of indicator integration to
the comprehensive measures of instance informativity.

The advantage of the indicators proposed in this paper
is that there is no need to calculate the distances between
instances, but disadvantage is the necessary to divide the
feature space. However, this disadvantage can be seen as
an advantage in the case of large samples: if we use a partition
that is simple from a computational point of view (for example,
aregular grid) and know the minimum and maximum values
of each feature than the computational cost of the proposed
indicators will be less than the using of a set [26].
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CONCLUSIONS

The urgent problem of mathematical support
development is solved to automate the sampling at
diagnostic and recognizing model building by precedents.

The method of training sample selection is firstly
proposed. It determines the weights characterizing the term
and feature usefulness for a given initial sample of
precedents and given feature space partition. It characterizes
the individual absolute and relative informativity of
instances relative to the centers and the boundaries of
feature intervals based on the weight values. This allows to
automate the sample analysis and its division into
subsamples, and, as a consequence, to reduce the training
data dimensionality. This in turn reduces the time and
provides an acceptable accuracy of neural model training.

The practical significance of obtained results is that the
software realizing the proposed indicators is developed, as
well as experiments to study their properties are conducted.
The experimental results allow to recommend the proposed
indicators for use in practice, as well as to determine effective
conditions for the application of the proposed indicators.

ACKNOWLEDGEMENTS

The work is supported by the state budget scientific
research project of Zaporizhzhya National Technical University
«Intelligent information technologies of automation of
designing, simulation, control and diagnosis of manufacturing
processes and systems» (state registration number
01120005350) and by the international project «Centers of
Excellence for young RESearchers» of European Commission
(Ne544137-TEMPUS-1-2013-1-SK-TEMPUS-JPHES).

REFERENCES

1. Engelbrecht A. Computational intelligence: an introduction /
A. Engelbrecht. — Sidney : John Wiley & Sons, 2007. — 597 p.
DOI: 10.1002/9780470512517

2. Jankowski N. Comparison of instance selection algorithms
I. Algorithms survey / N. Jankowski, M. Grochowski //
Artificial Intelligence and Soft Computing : 7th International
Conference ICAISC-2004, Zakopane, 7-11 June, 2004 :
proceedings. — Berlin : Springer, 2004. — P. 598—603. — (Lecture
Notes in Computer Science, Vol. 3070). DOIL: 10.1007/978-
3-540-24844-6_90

3. Reinartz T. Aunifying view on instance selection / T. Reinartz
// Data Mining and Knowledge Discovery. — 2002. — Ne 6. —
P. 191-210. DOI: 10.1023/A:1014047731786

4. Hart P. E. The condensed nearest neighbor rule / P. E. Hart
/I IEEE Transactions on Information Theory. — 1968. —
Vol. 14. — P. 515-516. DOIL: 10.1109/TIT.1968.1054155

5. Aha D. W. Instance-based learning algorithms / D. W. Aha,
D. Kibler, M. K. Albert // Machine Learning. — 1991. — Ne 6. —
P. 37-66. DOI: 10.1023/A:1022689900470

6. Gates G. The reduced nearest neighbor rule / G. Gates // IEEE
Transactions on Information Theory. — 1972, Vol. 18, Ne 3. —
P. 431-433. DOL 10.1109/TIT.1972.1054809

7. Kibbler D. Learning representative exemplars of concepts: an
initial case of study / D. Kibbler, D. W. Aha // Machine Learning

70

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

: 4th International Workshop, Irvine, 22-25 June 1987 :
proceedings. — Burlington : Morgan Kaufmann, 1987.— P. 24—
30. DOI: 10.1016/b978-0-934613-41-5.50006-4

Wilson D. L. Asymptotic properties of nearest neighbor rules
using edited data / D. L. Wilson // IEEE Transactions on
Systems, Man, Cybernetics. — 1972. — Vol. 2, Ne 3. — P. 408—
421. DOIL: 10.1109/TSMC.1972.4309137

Tomek I. An experiment with the edited nearest-neighbor
rule / I. Tomek // IEEE Transactions on Systems, Man, and
Cybernetics. — 1976. — Vol. 6. — P. 448—452. DOIL: 10.1109/
TSMC.1976.4309523

Jankowski N. Data regularization / N. Jankowski // Neural
Networks and Soft Computing : Fifth Conference, Zakopane,
6-10 June 2000 : proceedings. — Czkstochowa : Polish Neural
Networks Society, 2000. — P. 209-214.

Broadley C. E. Addressing the selective superiority problem:
automatic algorithm/model class selection / C. E. Broadley //
Machine Learning : Tenth International Conference, Amherst,
27-29 June, 1993 : proceedings. — Burlington : Morgan
Kaufmann, 1993. — P. 17-24. DOIL: 0.1016/b978-1-55860-
307-3.50009-5

Wilson D. R. Reduction techniques for instancebased learning
algorithms / D. R. Wilson, T. R. Martinez // Machine Learning. —
2000. — Vol. 38, Ne 3. — P. 257-286. DOI: 10.1023/
A:1007626913721

An algorithm for a selective nearest neighbor decision rule /
[G. L. Ritter, H. B. Woodruff, S. R. Lowry, T. L. Isenhour] /
/ IEEE Transactions on Information Theory, 1975. — Vol. 21,
Ne 6. — P. 665-669. DOI: 10.1109/TIT.1975.1055464
Domingo C. Adaptive sampling methods for scaling up
knowledge discovery algorithms / C. Domingo, R. Gavalda,
O. Watanabe // Discovery Science : Second International
Conference, DS’99 Tokyo, 6—8 December 1999 : proceedings. —
Berlin: Springer, 1999. — P. 172-183. DOI: 10.1007/3-540-
46846-3_16

Skalak D. B. Prototype and feature selection by sampling
and random mutation hill climbing algorithms / D. B. Skalak
// Machine Learning : Eleventh International Conference, New
Brunswick, 10-13 July 1994 : proceedings. — Burlington :
Morgan Kaufmann, 1994. - P.293-301. DOI: 10.1016/b978-
1-55860-335-6.50043-x

Kohonen T. Learning vector quantization / T. Kohonen //
Neural Networks. — 1988. — Vol. 1, P. 303 DOI : 10.1016/
0893-6080(88)90334-6

Likelihood-based data squashing: a modeling approach to
instance construction / [D. Madigan, N. Raghavan,
W. DuMouchel, M. Nason, C. Posse, G. Ridgeway] // Data
Mining and Knowledge Discovery. — 2002. — Vol. 6, Ne 2. —
P. 173-190. DOI: 10.1023/A:1014095614948

Support cluster machine / [B. Li, M. Chi, J. Fan, X. Xue] //
Machine Learning : 24th International Conference, Corvallis,
20-24 June 2007 : proceedings. — New York, 2007.—P. 505—
512.DOL: 10.1145/1273496.1273560

Evans R. Clustering for classification: using standard clustering
methods to summarise datasets with minimal loss of
classification accuracy / R. Evans. — Saarbriicken: VDM Verlag,
2008.— 108 p.

Sane S. S. A Novel supervised instance selection algorithm
/S. S. Sane, A. A. Ghatol // International Journal of Business
Intelligence and Data Mining. —2007.— Vol. 2, Ne 4. —P. 471—
495. DOI: 10.1504/1JBIDM.2007.016384



p-ISSN 1607-3274. Panioenektponika, inpopmaruka, ynpasiinas. 2014, Ne 2
e-ISSN 2313-688X. Radio Electronics, Computer Science, Control. 2014. Ne 2

21. Reeves C. R. Using genetic algorithms for training data Hong Kong, 1-8 June 2008 : proceedings. — Los Alamitos:
selection in RBF networks / C. R. Reeves, D. R. Bush // IEEE, 2008. — P. 3044-3049. DOI: 10.1109/
Instance Selection and Construction for Data Mining / Eds.: ijcnn.2008.4634228
H. Liu, H. Motoda. — Norwell : Kluwer, 2001. — Part VI. — 24. UCI machine learning repository [Electronic resource]. —
P. 339-356. DOI: 10.1007/978-1-4757-3359-4_19 Access mode: http://archive.ics.uci.edu/ml/datasets/

22. SuykensJ. A. Least squares support vector machine classifiers 25. Subbotin S. The neuro-fuzzy network synthesis and
/J. A. Suykens, J. Vandewalle / Neural Processing Letters. — simplification on precedents in problems of diagnosis and
1999. — Vol. 9, Ne 3. — P. 293-300. DOI: 10.1023/ pattern recognition / S. Subbotin // Optical Memory and Neural
A:1018628609742 Networks (Information Optics). — 2013. — Vol. 22, Ne 2. —

23. Koskimaki H. Two-level clustering approach to training data P.97-103. DOI: 10.3103/51060992x13020082
instance selection: a case study for the steel industry 26. Subbotin S. A. Methods of sampling based on exhaustive and
/ H. Koskimaki, I. Juutilainen, P. Laurinen, J. Roning // Neural evolutionary search / S. A. Subbotin // Automatic Control and
Networks : International Joint Conference (IJCNN-2008), Computer Sciences. — 2013. — Vol. 47, Ne 3. — P. 113-121.

DOI: 10.3103/s0146411613030073
Article was submitted 03.08.2014.

Cy66otun C. A.

JI-p TexH. Hayk, podeccop, 3amopoKCKUI HAIIMOHATBHBIH TEXHUYCCKHI YHUBEPCHTET, YKpanHa

OLIEHUBAHUE UHIUBUIYAIBHOA UHO®OPMATUBHOCTHU SK3EMILISIPOB 151 ®OPMUPOBAHU S BBIBO-
POK ITPU TIOCTPOEHUU HEMPOMO/JIEJIER

Peiiena 3agada pa3paO0OTKH MaTeMaTHYeCKOTO 0OCCIICUeHNUS [Tl aBTOMATH3aIluK (POPMUPOBAHUS BHIOOPOK MPU MOCTPOCHUH JTHATHO-
CTHYECKHX U PACIO3HAIONIMX Mojelell mo mpereaeHTaM. OObEeKTOM HCCICIOBAHUS SIBISIICS MPOLECC MOCTPOCHHS TUATHOCTHICCKUX U
pacrmo3HaIKX HepOMOJIEeNeii Mo mpereaeHTaM. [IpeIMeT Hccae0BaHis COCTABISIFOT METOBI (POPMUPOBAHHUS BHIOOPOK JJIsI TOCTPOE-
HUsI HelipoMoyieneid mo mpereaeHTaM. 1{ens paboTsl — MOBBICHTH CKOPOCTH Mpoliecca HOPMHUPOBAHKS U KAYECTBO BBIICISIEMBIX 00ydaro-
[IMX BBIOOPOK JUIsl MIOCTPOCHHS Heipomoeneil mo mpenenentam. [Ipeanoker MeTon GopMUPOBaHUS OOYYAIONIMX BBIOOPOK, KOTODPBIH
JUTS 33IaHHOM UCXOMHOM BEIOOPKH MPEIICICHTOB U 33J]aHHOTO pa30MeHUsI POCTPAHCTBA MPU3HAKOB OMPEACISCT Beca, XapaKTePU3YIOIIIe
MOJIE3HOCTh TEPMOB U MPU3HAKOB, C YICTOM 3HAUCHUN KOTOPBIX MO3BOJSIET OXaPAKTEPU30BATh HHAUBHIYATIbHYIO a0CONIOTHYIO U OTHO-
CHTEITbHYI0 HH(POPMATHBHOCTD IK3EMILIIPOB OTHOCHTEIHHO IIGHTPOB M TPAHUI] HHTEPBAIOB MMPU3HAKOB, YTO MMO3BOJISICT AaBTOMATH3HPO-
BaTh aHAIN3 BBIOOPKH U €¢ pa3/ieliCHUe Ha MOIBBIOOPKH, U, KaK CIIC/ICTBHE, COKPATHUTh Pa3MEPHOCTh OOYUYAIOIIMX JaHHbBIX, YTO, B CBOIO
ouepe/ib, MO3BONISICT COKPATUTh BPeMsi U 00CCICYHTh MPHEMIIEMYI0 TOUYHOCTH O0yueHHs Hellpomonereil. Pa3zpaboTaHo mporpamMmmHOe
obecriedeHue, peaau3yroliee MPeAIoKeHHbIe TToKa3aTeu. [IpoBeeHbI SKCIIEPUMEHTHI [0 HCCIACIOBAHHIO HX CBOWCTB. Pe3ynbrarsl sKciie-
PHMEHTOB MO3BOJSIFOT PEKOMEHI0BATh MPEUIOKCHHBIC TTOKA3aTeIH s HCIONB30BaHHs Ha MPAKTUKE, a TAKXKE ONPeaeiiTh dpdexTus-
HBIC YCIIOBHsSI TPUMEHCHUSI IPEIOKCHHBIX TOKa3aTeNeH.

KawueBble ci10Ba: BEIOOpKa, OTOOP IK3EMILISPOB, PEMYKIHS TaHHBIX, HEHPOHHAS CETh, COKpAICHHE Pa3MEPHOCTH JaHHBIX.

Cy66oria C. O.

J-p TexH. Hayk, npodecop, 3anopi3bkuil HaliOHATEHUI TEXHIYHUI yHIBEpCUTET, YKpaiHa

ONIHIOBAHHA THIWBIIYAJBHOI IHGOPMATHBHOCTI EK3EMILISPIB 1JISI ®OPMYBAHHS BUBIPOK ITPH
MOBYIOBI HEMPOMO/JIEJIE

BupineHo 3aBaaHHs po3poOKH MareMaTHYHOro 3a0e3IedeHHs Ul aBToMarH3alii GopMyBaHHs BHOIPOK MpHU MOOYROBI JiarHOCTHY-
HHX 1 po3Mi3HaBaJILHUX MojiesIel 3a mpeneaeHTamu. O6’€KTOM ociipkeHHs OyB mporec moOyIoBH AiarHOCTHYHHX 1 PO3Mi3HABAIbHHUX
Heifpomozeneii 3a npeueaeHTamMu. [IpeaMeT TOCITiKEHHS CTaHOBIATh MeToqu (GopMyBaHHs BHOIPOK Ul TTOOYIOBH Hefpomorerei 3a
npereeHTaMu. MeTta po6OTH — MiABHIIMTH MIBUAKICTE mporecy GOpMyBaHHS Ta SKiCTh BUIUTIOBAHUX HaBYAIBHHX BHOIPOK aIs mO0Y-
JIOBU HeHpoMoieseld 3a mpereeHTaMu. 3aporoHOBaHO MeTo1 HOpMyBaHHs HaBYAIBHUX BHOIPOK, SIKUH JIs 3a1aHOT BUXIJHOI BHOIPKH
HPELEACHTIB 1 331aHOr0 PO30HTTS MPOCTOPY O3HAK BH3HAYAE Bard, IO XapaKTEPU3YIOTh KOPHCHICTh TEPMIB i O3HAK, 3 ypaxyBaHHIM
3HAYCHb SIKHX JTO3BOJISIE OXapaKTEePU3yBaTH iHAMBINyalbHY aOCOMIOTHY i BITHOCHY iH(OPMATHBHICTD MPUMIPHHUKIB IIOIO0 LEHTPIB 1 MEXK
IHTEpBaJIiB 03HAK, IO J03BOJSIE aBTOMATH3yBaTH aHANi3 BUOIPKH i il mMoIin Ha MiBUOIPKH, i, IK HACHIIOK, CKODOTUTH PO3MIpPHICTH
HaBYAIBHUX JAHUX, 1110, y CBOIO Yepry, H03BOJISIE CKOPOTUTH Yac i 3a0e3[eYnTH IPUHHATHY TOYHICTh HaBYaHHS Helfipomozeneii. Po3po6-
JICHO MpOrpaMHe 3a0e3MeyYeHHs, 10 pealti3ye 3apornoHoBaHi Moka3HuKH. [IpoBe/ieHi eKCIIEPUMEHTH 3 IOCIIKEHHS IXHIX BIaCTHBOCTEH.
Pe3ynbTaTi eKCIepUMEHTIB 103BOJISIOTh PEKOMEH/IYBaTH 3aliPOIIOHOBaH] MOKA3HUKH [UIsi BAKOPHCTAHHS Ha NPAKTHUL, a TAKOXK BU3HAYA-
TH ¢)eKTHBHI YMOBH 3aCTOCYBaHHS 3alPOIMOHOBAHHX MOKA3HHUKIB.

KarouoBi ciioBa: Bubipka, BinOip eK3eMIUIAPIB, PEAyKLis TaHUX, HEWPOHHA Mepexka, CKOPOUCHHS PO3MIPHOCTI TaHUX.
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