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EVALUATION OF COMPONENT ALGORITHMS IN AN ALGORITHM
SELECTION APPROACH FOR SEMANTIC SEGMENTATION BASED
ON HIGH-LEVEL INFORMATION FEEDBACK

In this paper we discuss certain theoretical properties of the algorithm selection approach to the problem of semantic segmentation in
computer vision. High quality algorithm selection is possible only if each algorithm’s suitability is well known because only then the
algorithm selection result can improve the best possible result given by a single algorithm. We show that an algorithm’s evaluation score
depends on final task; i.e. to properly evaluate an algorithm and to determine its suitability, only well formulated tasks must be used. When
algorithm suitability is well known, the algorithm can be efficiently used for a task by applying it in the most favorable environmental
conditions determined during the evaluation. The task dependent evaluation is demonstrated on segmentation and object recognition.
Additionally, we also discuss the importance of high level symbolic knowledge in the selection process. The importance of this symbolic
hypothesis is demonstrated on a set of learning experiments with a Bayesian Network, a SVM and with statistics obtained during algorithm
selector training. We show that task dependent evaluation is required to allow efficient algorithm selection. We show that using symbolic
preferences of algorithms, the accuracy of algorithm selection can be improved by 10 to 15% and the symbolic segmentation quality can
be improved by up to 5% when compared with the best available algorithm.

Keywords: algorithm selection, algorithm suitability, computer vision.

NOMENCLATURE

ALE is Automated Labeling Environment;

BN is Bayesian Network;

CPMC is Constrained Parametric Min-Cuts for Automatic
Object Segmentation;

FFT is Fast Fourier Transform;

HOG is Histogram of Oriented Gradients;

IA is Iterative Analysis;

MSER is Maximally Stable Extremal Regions;

SIFT is Scale Invariant Feature Transform;

SDS is Simultaneous Detection and Segmentation;

SVM is Support Vector Machine.

INTRODUCTION

The algorithm selection problem has been introduced by
Rice [1] and since has been used in various applications.
Recently it has been applied to machine vision and image
processing [2, 3]. While in general the algorithm selection
process works well [4-7], for more complex problem spaces,
problems that are related to feature selection, evaluation and
algorithm suitability have been recorded and reported [3, 8].

Algorithm selection is in general seen as a secondary
solution to a problem because to select best algorithm from
a set of available algorithms several preconditions must be
satisfied: knowledge about the problem, knowledge about
the algorithms, algorithm suitability and distinctive features
for each algorithm must be known. Consequently, algorithm
selection is neither easy to apply nor the least expensive
solution. However, for complex problems that have large
feature spaces including problems that deal with real-world
situations and environment, algorithm selection is a viable
alternative. The concept behind algorithm selection is in
the algorithm separation: an algorithm that would deal with
the problem successfully for all combinations of
environmental conditions will be too complex but a set of
more specific algorithms for subsets of conditions will
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provide better and cheaper solutions when applied on a
case by case basis.

To obtain result improvement from a case by case
selected set of algorithms, high quality selection mechanism
with a minimal precision of selection is required: for a set of
inputs, the selected algorithms must be such that the
cumulative result is better than the best of the available
algorithms. This implies that the algorithm selection
mechanism must be able to select the best algorithm as often
as possible.

A reliable algorithm selection implies that the set of
available algorithms have been evaluated in a very strict
setting and in a task dependent manner. As will be shown,
task specific evaluation provides data that can be used for
algorithm selection because only such evaluation results
can be used to predict reliably algorithm results on new
untested input data. This means that evaluation of a single
algorithm cannot be seen as a holistic process but rather as
a precise and specific process that is not generalizable.

Finally, the algorithm selection presented in this paper is
situated within the framework for high level image
understanding. We show that unlike standard feature-only
based algorithm selection approaches, the high level
symbolic description greatly improves the accuracy of
algorithm selection as well as the final result of high level
understanding.

1 PROBLEM STATEMENT

In this paper we analyze several problems of the algorithm
selection:

— the impact of the high level symbolic understanding of
image content on the accuracy of algorithm selection;

— the impact of algorithm evaluation on the algorithm
selection process;

— the impact of feature for object recognition evaluation
on the algorithm selection process.
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2 REVIEW OF LITERATURE

Algorithm selection was introduced by Rice [1] in the
context of selection of scheduling algorithm in computer
operating system. Since then it has been applied to various
problems and fields of research in different ways and
granularity. In image processing and computer vision the
algorithm selection has been used to determine the best
algorithm for segmentation of artificially generated images
of noisy geometrical shapes [4]. In [7] algorithm selection
was used for determining the best algorithm for the
segmentation of biological cell images and [5] used algorithm
selection in a performance predicting framework.

For segmentation of more complex natural images [2]
proposed an algorithm selection approach using machine
learning and composition: final segmentation was created
from partial segmentation from best algorithms for different
regions of the image. The method showed that despite results
with high accuracy of selection the final result was only as
good as the best available algorithm. Finally, a more specific
approach was used to select parameters in single algorithm
for segmentation in [9].

In [10] uses depth information to estimate whole image
properties such as occlusions, background and foreground
isolation and point of view estimation to determine type of
objects in the image. All the modules of this approach are
processed in parallel and integrated in a final single step.
An airport apron analysis is performed in [11] where the
authors use motion tracking and understanding inspired by
cognitive vision techniques. Finally, the image
understanding can also be approached from a more holistic
approach such as for instance in [12] where the intent is
only to estimate the nature of the image and distinguish
between mostly natural or artificial content.

Currently there is a large amount of work combining
segmentation and recognition and some of them are [13,
14]. In [15] uses an interleaved object recognition and
segmentation in such manner that the recognition is used
to seed the segmentation and obtain more precise detected
objects contours. In [16] objects are detected by combining
part detection and segmentation in order to obtain better
shapes of objects. More general approaches such as [17]
build a list of available objects and categories by learning
them from data samples and reducing them to relevant
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information using some dictionary tool. However this
approach does not scale to arbitrary size because the labels
are not structured and ultimately require complete knowledge
of the whole world.

3 MATERIALS AND METHODS

In [8] an alternative approach to image understanding
was proposed: an algorithm selection platform with
verification of the high-level symbolic interpretation of the
image content was proposed. This platform is used as basis
of research in this paper and is shown in Fig. 1.

The platform works in two distinct modes and integrates
both the algorithm selection from features and algorithm
selection from high-level feedback. Initially, the input image
is processed (box 1) by algorithm selected using the algorithm
selection mechanism (box 3) that uses only the image features
(Loop 1). The resulting high-level description of the image
(obtained from the object recognition), is verified for logical
contradictions (box 4) both on the context, on the part-level,
on the location and on the relative size level. If the verification
does not detect any high-level symbolic contradiction the
processing stops and outputs the current high level
description. If however a logical contradiction is detected, a
hypothesis that solves the contradiction is generated (box
5). The image region that corresponds to the contradiction
and to the hypothesis is used to extract local features, to
determine local context information and to estimate attributes
of the possible objects located in the selected image region.
These three sources of information are used in the meta level
to estimate what other algorithm should be used to correct
the contradiction (Loop 2). This second loop is iterated over
all contradictions until all contradictions are resolved. For
the rest of this paper the presented system will be referred to
as Iterative Analysis (IA).

Notice that the proposed system uses a twofold
processing convergence. First convergence of the approach
is to obtain a non-contradictory high-level description
(contradiction resolution). The second convergence is the
match between a description without contradiction and a
set of algorithms (algorithm matching). The proposed
approach thus combines processing quality with the meta-
processing algorithm matching. This approach thus enables
to exploit each algorithm’s strongest points on an application,
image features and image content basis.
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Figure 1 — Algorithm selection platform with verification of the high-level symbolic interpretation of the image content
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The concept behind the processing in box 1, Figure 1 is
that each algorithm used is a network of various component
algorithms. Box 1 shows the general classical robotic
sequential processing that uses four components
processing levels: the preprocessing, segmentation,
recognition and interpretation. However as in this paper the
algorithms used are performing the semantic segmentation
the interpretation is obtained by a single common algorithm.
Also the selection is not limited to these four processing
blocks but rather is intended to accommodate various
algorithm networks.

As a final note some specific information about the
selection process is required. In the initial loop of the TA
processing, features extracted from the input images are
FFT coefficients, Gabor features, wavelets, gist, color
average, intensity average, edges, covariant features, SIFT,
HOG, MSER and textures. All these features are transformed
into a histogram and are concatenated into a single vector
per image (or per region) of 5000 values.

For all loops after the initial one, the hypothesis is
represented as a set of attributes. These attributes are
obtained using the regprops function in Matlab. These
attributes have been discretized in order to simplify the
representation but to allow discrete representation of each
of the available hypotheses.

In this paper the platform uses algorithms performing
semantic segmentation: first segment an image and
recognize regions as objects. The result of such processing
is fed to the interpretation and verification according to the
above platform description.

4 EXPERIMENTS
In order to assess an algorithm processing quality, it is

necessary to evaluate its performance with respect to some
training data set and ground truth. Each evaluation

experiment was designed using real algorithm selection data.
The algorithms used in our classification task are the ALE
[11, 18], CPMC with recognition [14] and the SDS [19]. The
three algorithms have similar performance results shown in
Table 1. Here the numbers given in the original papers may
vary due to different set up, initialization and training
conditions of the original and this experiments.

Consequently most of the algorithms that perform the
semantic segmentation task first segments an image using
some well-known segmentation algorithm and then apply
the object recognition (there are other algorithms that are
not using this order such as [15]).

Let us assume that an algorithm is evaluated for the
quality of segmentation i.e. it evaluates whole image
segmentation by comparing the result of processing to a
human provided ground truth. Figure 2a shows an example
of input image, Fig. 2b — human generated ground truth and
Fig. 2c-Fig. 2d — the result of a segmentation algorithm.
Fig. 2b — Fig. 2c have also their f-value shown in the
parentheses. F-value is one of the standard measures used
to determine the accuracy of computer generated
segmentation [20]. According to the f-measure in this case
of evaluation the algorithm generating the result shown in
Fig. 2c is superior (closer when pixel-to-pixel comparison is
done with human segmentation in Fig. 2b) to the algorithm
which result is shown in Fig. 2d.

Now let’s look at the same algorithms in the task of
semantic segmentation. In semantic segmentation and input

Table 1 — Results of semantic segmentation algorithms on the
VOC2012 validation dataset

Name Result
ALE 47.8%
CPMC 48.3%
SDS 49.9%

C

d

Figure 2 — Example of algorithmic Segmentation: a — input image, b — human ground truth (0.9), ¢ — result of algorithm from [21] (0.92),
d — result of algorithm from [22] (0.87)
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image is segmented and then each region is labeled form a
set of available object label set. In the task of semantic
segmentation, the two best algorithms for image
segmentation shown in Fig. 2c, Fig. 2d will not have the
same f-values. In fact, algorithms with much lower f-value
f=0.77 (in the task of segmentation and with result shown in
Fig. 3b) will have much higher resulting score because the
regions obtained from the detected regions are more precise
for object detection and labeling.

The reason for such change of the score is possible
because in image segmentation the algorithm’s result is
evaluated by comparing the obtained boundaries with the
ground truth generated by human. However, in the case of
semantic segmentation the evaluation is made first by
determining the boundaries of the target object and then
the detection of the correct object is tested. This means that
segmenting the whole image and comparing it to a set of
human generated ground truth will result in more variation
because even humans will not generally agree on how to
segment a whole scene. This is because the evaluation is
done with respect to a human segmentation that depends
on feeling and intuition. However, when segmenting an image
to determine object boundary the disparity between humans
is much smaller. The semantic segmentation can be
automatically judged on whether or not the correct object
was correctly detected. Consequently despite the fact that
some segmentation might be close enough to a human like
segmentation it might not be well suited for the segmentation
of a particular object.

Thus for two different tasks, the score of the final
evaluation of a same algorithm might not be the same and
the algorithm that had a good result in one tasks will have
much lower result score for another task. But a statistical
evaluation of algorithms might not be sufficient to determine
advantages and disadvantages precisely enough. Figure 4
shows the standard model of robotics where multiple
processes are formed into a set of consecutive algorithmic
steps. The combination of algorithms can result in non-
linear result that would not be observed otherwise. Thus it
is necessary to evaluate the component algorithms as well

so that individual suitabilities can be determined and impact
on the result of the entire computation.

Similarly to the segmentation study a change of result
can be obtained in recognition. Various features have different
accuracy and ability to detect and recognize an object.

Using various features for detection (using the bag of
words recognition model) it can be shown that depending on
the region used to extract the feature descriptors and on the
features extracted, the recognition accuracy will change. For
instance assume that a segmentation algorithm such as [21,
25] is used for segmentation. The results of the segmentation
are boundaries that indicate main regions of the image where
the features for recognition should be extracted and the
recognition model should be applied. Depending on what
features are extracted the accuracy will change depending on
the image. In some cases there will be no detection and in
some other cases the detection will be a success.

Figure 5 shows the results of calculating the bounding
box after two different features (SIFT and HOG) have been
used for object recognition. In this case we extract features
form the whole images. The features and the descriptors
extracted are used to recognize a motor-bike and then the
same feature descriptors are used to generate a bounding
box. The idea behind this experiment is to assess the
importance of a region in recognition of a motor-bike given
that segmentation occurred prior to recognition.

The bounding box method determination is shown in
Fig. 6 and Fig. 7.

Following the standard bag of words object recognition
method a model of the object being detected is available as a
set of histograms of feature clustered centers. Input image is
first used as input for feature extraction, the feature descriptors
are then clustered into k£ centers and a new histogram is
constructed with bins corresponding to the k centers. Once
the histogram is obtained, it is compared to all histograms in
the model database and four closest matches are saved.
Finally features corresponding to four best matching bins
(each from one of the model histograms) are used to determine
which descriptors and consequently which key points are
used to determine the bounding box (Figure 7).

Figure 3 — Example of two algorithms for segmentation with lower f-value:
a — result of segmentation of input image from Figure 2a using the algorithm from [23], b — result of segmentation of input image from

Figure 2a using the algorithm from [24]

Preprocessing Segmentation

Recognition Understanding

N
—/

Figure 4 — Typical example of processing required for semantic segmentation

95



[IPOTPECHBHI IHOOPMALIMHI TEXHOJIOI'TE

Figure 5 — Comparison of Bounding boxes obtained from SIFT and HOG features: a — Input Image 1 and Bounding Box by Human,
b — Input Image 2 and Bounding Box by Human, ¢ — Bounding box from SIFT, d — Bounding box from SIFT, e — Bounding Box from HOG,

Input
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Feature
Extraction

f— Bounding Box from HOG
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Figure 6 — Schema of Bag-of-words recognition algorithm
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Figure 7 — Schema of Bounding Box extraction from a successful
object recognition using Bag-of-words recognition algorithm
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Using the method for determining the bounding box as
an evaluation of the feature descriptor relevance to the
motor-bicycle model, it can be seen that having different
regions used to extract the feature descriptors would have a
significant impact on object detection. For instance if only
the upper left region (Region 1 in Fig. 8) of the bicycle would
be contained in a single region no detection would happen
if the HOG features would be used. Also if the SIFT features
would be used it is possible that positive detection might
not occur as not enough of the significant SIFT descriptors
for successful detection are contained in the Region 1 only.
On the other hand if the bottom of the motorcycle would be
contained in a single region (Region 3 in Fig. 8) the HOG
features would not be able to detect the motorcycle.

Consequently, using various features for only
recognition or for semantic segmentation can have
considerably different results as both the segmentation and
the recognition are sensitive and difficult operations. Their
evaluation is thus highly task dependent.

In the software platform previously introduced the algorithm
selection is iterated through several iterations. The stopping
condition for the processing of the image is either no more
improvement is possible due to having tried all available
algorithms or no more improvement is possible as the new
hypothesis generated is the same as the previous one.

Initially, the algorithms are selected using only the image
features but after the first processing loop the hypothesis
generated is used for algorithm selection. The features have
been successfully used for algorithm selection in various
approaches, however in general such algorithm selector is
limited due to the fact that many algorithms are designed for
particular symbolic and semantic context.

The semantic segmentation results in a set of
symbolically labeled regions and thus analyzing the obtained
regions by various algorithms it is possible to conclude
that various algorithms have affinities for different objects.
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Region 2

Region 1

Region 3

Figure 8 — Example of three different regions obtained as a result
of a possible segmentation

Such affinity for particular objects can be due to the following
reasons:

— The environment in which the particular object is
captured has particular interaction with the object that is
favorable to be detected by a particular algorithm.

— The object itself has a set of features that a particular
algorithm is better suited for detection and segmentation.

Consequently we asked: what is the impact of symbolic
information (content related) on the accuracy of algorithm
selection?

To answer the above question we conducted a set of
experiments. The experiments were carried using the
VOC2012 [26] database. The dataset used is not the standard
VOC2012 validation set but a reduced one in order to allow
applying our platform. This means that only images where
multiple objects to be segmented are present. The dataset is
thus reduced and contains only ~300 images out of ~1500
images contained in the VOC2012 dataset.

5 RESULTS

The platform was initially designed to use Bayesian
Network (BN) because the probabilistic inference is well
suited to deal with missing variables. Consequently and
because the two different modes of algorithm selection
(features only and features with high level description), a
single trained BN can be used. However selection of
algorithms using Bayesian Network is still problematic and
thus two alternative algorithm selectors were used for
comparison. These two selection mechanisms are SVM and
Statistics from training.

In afirst experiment we compared the BN and the SVM because
both of these algorithm selectors work on similar principles. Both
BN and SVM are used in the initial and all further iterations of the
IA platform. In the first iterations only features are used to select
algorithm while in all further loops the features from the
contradiction region as well as the hypothesis is used. The main
difference between using the BN and SVM is that SVM requires
incomplete input information imputation [28] while the BN is
well suited to handle missing input information by design. This
means that for the first iteration, the SVM is provided with average
values of the hypothesis in order for the input vector has the
desired and fixed length.

The results of comparison of the precision of the BN and of
the SVM are shown in Table 2.

The problem of using the Bayesian Network is that it requires
discrete input information. However most of the features extracted
from input image are continuous and unbounded. Consequently it is
required to cluster the input information and only then use it as
input to the BN. This however has in most of the cases a dramatic
influence on the performance ofthe probabilistic algorithm selection.

As can be seen the impact of hypothesis attributes is significant
in the case of SVM, however in the case of BN it is difficult to
evaluate as the overall precision is too low. The general increase of
algorithm selection using the features and attributes compared to
the selection using only features is up to 10% of accuracy.

The final evaluation of thehigh level information (feedback) in our
system is the usage of statistical accuracy of each algorithm. The
accuracy represents the percentile average of the f-measure of each
semantic segmentation algorithm. Table 3 shows the accuracy of
semantic segmentation for each of the three used algorithms: ALE
[18], CPMC[14]and SDS [19]. Each columns shows average accuracy
for each of the categories of objects that are to be recognized and
segmented and overall average accuracy in the bottom row. The
statistical information provided was obtained by evaluating the
VOC2012 validation data set that contains approximately 1500 images.

The last column in Table 3 shows for each class of objects the
best algorithm based on the statistical accuracy of each algorithm.
This means that in the platform and during iterations all but the first
one, for each hypothesis algorithm will be selected only using the
best algorithm listed in the rightmost column. Using this approach
we evaluated the proposed Iterative Analysis method described in
this paper. The result comparison is shown in Table 4. It shows
average precision for each algorithm for the test dataset.

Table 2 — Comparison of BN and SVM in selection accuracy using
only features vs. features and attributes

Task Algorithm Features Features+Attributes
2-class SVM 58% 65%
2-class BN 46% 55%
3-class SVM 43% 46%
3-class BN 39% 43%

Table 3 — Average accuracy of different algorithms on the training

set
Accuracy for each Algorithm Names Best
class Algorit
(intersection/unio ALE SDS CPMC hm
n measure)
Background 71.711 84.937 83.098 SDS
Aeroplane 52.096 60.927 64.404 CPMC
Bicycle 27.558 26.823 17.965 ALE
Bird 36.684 56.239 50.783 SDS
Boat 38.656 47.003 45.036 SDS
Bottle 43.643 48.465 41.605 SDS
Bus 65.787 70.559 69.104 SDS
Car 58.338 60.723 60.733 CPMC
Cat 63.789 59.847 56.524 ALE
Chair 24.001 20.815 11.663 ALE
Cow 64.853 42.112 52.842 ALE
Dining Table 41.339 38.694 19.406 ALE
Dog 55.190 51.535 48.995 ALE
Horse 58.998 43.653 43.899 ALE
Motorbike 56.909 52.300 52.858 ALE
Person 49.107 61.649 46.707 SDS
Potted Plant 31.408 37.360 40.563 CPMC
Sheep 53.563 51.829 49.285 ALE
Sofa 38.598 22.375 49.208 ALE
Train 53.910 56.288 58.319 CPMC
Average Accuracy 48.473 50.089 47.048
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Table 4 — Results of semantic segmentation accuracy on the test

data set
Accuracy for Algorithm’s Name
each class Best
(1nters_ect10n/ ALE SDS CPMC A Algorit
union hm
measure)
Background 54.878 | 80.061 | 77.478 | 62.157 SDS
Aeroplane 0.000 0.000 0.000 0.000 --
Bicycle 26.799 | 31913 | 13.515 | 27.624 SDS
Bird 22.070 | 37.042 | 59.947 | 21.932 | CPMC
Boat 0.000 0.000 0.000 0.000 -
Bottle 37.445 | 50.990 | 39.280 | 50.226 SDS
Bus 44212 | 12.034 | 71.156 | 45412 | CPMC
Car 52.788 | 34.924 | 31.873 | 56.241 1A
Cat 63.939 | 65.552 | 62.707 | 63.802 SDS
Chair 19.113 | 22.355 7.800 19.014 SDS
Cow 33.093 0.000 0.000 30.991 ALE
Dining Table | 39.155 | 50.907 | 23.997 | 40.169 SDS
Dog 60.085 | 49.253 | 49.827 | 59.148 ALE
Horse 46.406 | 27.761 | 27.155 | 47.128 1A
Motorbike 61.154 | 28.477 | 33.949 | 61.697 1A
Person 46.362 | 63.940 | 46.068 | 57.947 SDS
Potted Plant 25.762 | 36.391 | 25.045 | 23.245 SDS
Sheep 69.008 | 66.129 | 27.191 | 69.008 1A
Sofa 29.672 | 17.062 | 11.806 | 29.702 1A
Train 43.602 0.000 28.651 | 51.174 1A
TVmonitor 31.320 | 62.904 | 53.201 | 37.091 SDS
Average 38422 | 35.128 | 32.935 | 40.653 IA
Accuracy

6 DISCUSSION

Notice that not all algorithms tested have an average score in
all categories: this is due to the fact for the images that contained
the object cow was not detected not even once by neither SDS nor
CPMC. Moreover observe that our approach IA is best only in
few categories but in most of the categories is relatively close to
the best one. As a result of using the statistical information for
algorithm selection the IA approach results in the best semantic
segmentation.

d

As a final comment on the importance of high level image
description and content understanding, Figure 9 shows the results
of three different semantic segmentation algorithms (Fig. 9c-Fig.
9e) and the result obtained by IA platform
(Fig. 91) that uses features and features and hypothesis attributes
for algorithm selection. In the experiment illustrated in Fig. 9 the
input image is shown in Fig. 9a. The first algorithm selected
generated the result shown in Fig. 9c. The obtained semantic
segmentation was analyzed for shape, proximity, position and
relative size contradiction [27] and a hypothesis solving the
contradiction is generated.

Using this hypothesis a new algorithm (Fig. 9¢) was selected
and the two results of semantic segmentation are merged. The
result is shown in Fig. 9f. Notice the replacement of the chair (red
region) from the initial result without removing any part of the
sofa (green region).

CONCLUSION

In this paper we described some theoretical properties of
algorithm selection. In particular we discussed the importance of
the proper evaluation and the importance of hypothesis in the
algorithm selection. The results show that for algorithms that are
context sensitive — and most of algorithms used in real world
application are context sensitive —the iterative approach proposed
in this paper improves the overall computer vision and image
understanding. The high level information was demonstrated to be
very important — using only the statistics on the class level
segmentation accuracy the algorithm selection approach provides
best results and outperforms all the used algorithms.

Several extensions to this work are planned. The statistical
information obtained during testing is not precise enough and thus
will be explored in combination of features from the contradiction
regions for increased accuracy of algorithm selection. The features
used so far in the algorithm selection also require accuracy improvement
by finding richer features. Such features have been recently obtained
by the use of convolutional neural networks and we plan to integrate
them into the IA platform. Finally, the hypothesis used is a simple
object label obtained from measured properties such as objects

b c
e f

Figure 9 — An example of different stages of processing an input image using the algorithm selection platform: a — Input Image, b — Ground
Truth, ¢ — ALE Result, d — SDS Result, e — CPMC Result, f— IA Result
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proximity, relative size and so on: to increase the accuracy of hypothesis
generation a deeper semantic model connecting more object attributes
and the objects with the environment of the world is to be build and

used in close future.
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I-p dunocopun, accucrenT Kadeapbl KOMIBIOTEPHBIX HayK, YHuBepcuTeT M. HaszapOaeBa, Acrana, Kasaxcran

2Acniupant, na6oparopust ROSE, HaubsiHckuii TexHonornueckuii Yausepcurer, Cudramyp
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ONEHUBAHUE KOMIIOHEHTHBIX AJITOPUTMOB 151 BBIBOPA AITOPUTMA CEMAHTAYECKON CETMEHTALIAA
HA OCHOBE OBPATHOM CBSI3M C BBICOKHM YPOBHEM MH®OPMAILIMHA

O6cyxgaroTcss HEKOTOPbIe TeOpeTHIeCKHue CBOMCTBA IOAX0Ja MO BHIOOPY alropHTMa AJS PElleHHs MpoOIeMbl CeMaHTHYECKOH CerMeHTa-
IUH B KOMIBIOTEPHOM 3pEHUH. BBICOKOKaueCTBEHHBIH BHIOOP aNTOPUTMa BO3MOXKEH, TOJIBKO €CIIH HPHTOAHOCTh KajKIZOTO aJrOPHTMa XOPOIIO
M3BECTHA, IOTOMY YTO TOJIBKO TOTZA Pe3yibTaT BHIOOpA alrOpPHTMa MOXKET YJIyYIIHTh HAWITYYIIMH BO3SMOXKHBIH Pe3yNbTarT, MOJyIEeHHBIH OIHHM
anropuT™MoM. [loka3zaHo, 4TO OI€HKAa aIrOpHTMa 3aBHCUT OT KOHEUHOH 3aJadd; T.e. AJS TOTO YTOOBI MPaBHUIBHO OLEHUBATH AJITOPHTM H
ONpeNeqnTh €ro MPHTOJHOCTh, HEOOXOAHMO HCIOIB30BATh TOJHKO XOpomio chopMyIHpoBaHHBIE 3amadd. Korga HpUTOZHOCTH aarOpHUTMa
M3BECTHA AJITOPUTM MOXKET OBITh d(P()EKTHBHO MCIOIB30BAH AN 3afadd, IPUMEHSACh B HauOonee OIArONPHATHBIX yCIOBHSX, ONpeelsieMbIX B
xoze oneHuBanud. OIeHHBaHUeE, 3aBUCSIIEE OT 3aJadd, IPOJEMOHCTPUPOBAHO Ha CEIMEHTAllHHM M PAaclo3HaBaHHH o0BekToB. Kpome Toro,
o0cyxIaeTcs Ba)KHOCTh CHMBOJIMYECKOTO 3HAHHS BBICOKOTO ypOBHS B Ipomecce oTOopa. BakHOCTh 3TOH CHMBOIHYECKOH THIIOTE3BI HPOIEMOH-
CTPHPOBAaHO Ha Habope DKCIIEPHMEHTOB II0 IO oOydeHHUIo OaifecoBckoil cetn m SVM, a Takke ¢ IOMOIIBIO CTATHCTUYECKHX TAHHBIX, MOTydeH-
HBIE BO BpeMs 00ydeHHs celekTopa aaroputMa. ITokaszaHo, uTo s BeIOOpa 3 (EeKTHBHOTO anropuTMa TpebyeTcs OoleHHBaHHE, 3aBHCAIIEE OT
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[IPOTPECHBHI IHOOPMALIMHI TEXHOJIOI'TE

3amadu. HOKa3aHO, YTO HUCIIOJIB3Yys CUMBOJIHUYECCKUE MTPEATIOUTECHUSA aJIrOPUTMOB, TOYHOCTH BI;I60pa aJiIrOpuT™Ma MOXKET OBITH yiay4dmeHa Ha 10—
15%, a KauyecTBO CHMBOJIHYECKON CErMEHTAallu MOXKET OBITH YJIy4qli€eHo ao 5% mo CPaBHEHUIO ¢ HAWUIIYYIIUM OOCTYIIHBIM aJITOPUTMOM.
KawueBble ciioBa: BI;I60p ajiroput™Ma, NpurogHoCTb aJropuTMa, KOMIIBIOTEPHOE 3pEHUC.

Jlykau M.!, Abnies K.2, Kamesma M.}

'I-p dinocodii, acucrent kadeapu KoMI'IOTepHUX Hayk, YHiBepcuter iM. HasapbaeBa, Acrana, Kazaxcran

2Acnipanr, na6opatopist ROSE, HaubsiHcbkuit Texuonoriunuii Vuisepcurer, Cinramyp

3[1-p Hayk, npodecop, npodpecop wkonu inpopmaruku YuiBepcam Toxoky, Cennai, SInonis

ONIHIOBAHHSI KOMIIOHEHTHHUM AJITOPUTMIB JJISI BUBOPY AJITOPUTMA CEMAHTHYHOI CETMEHTAIII HA
OCHOBI 3BOPOTHOTIO 3B’AA3KY 3 BACOKHUM PIBHEM TH®OPM AIIT

ITokasaHo, IO OL[iHKA aJrOPUTMY 3aJEKHUTh BiJ KiHIEBOrO 3aBAaHHS; TOOTO I TOrO MO0 HMPAaBUIIBHO OLIHIOBATH aITOPHTM i BU3HAYHTH
HOTO NMPHUAATHICTh, HEOOXITHO BUKOPHUCTOBYBATH TiUIbKU J0oOpe cdopmynboBaHi 3aBaaHHs. Konu mpuaaTHicTh ajJrOpUTMY BiJoOMa, alrOPUTM
Moxe OyTn eeKTHBHO BHKOPHCTAHHI JUIsl 3aBIaHHs, 3aCTOCOBYIOUHMCH y HaWOUIBII CHPHATINBHX yMOBaX, OOyMOBIICHHX y XOJi OLIHIOBAHHS.
OuiHIOBaHHS, 3alie)KHE BijJl 3aBJaHHS, IPOJEMOHCTPOBAHO Ha CerMeHTalii i po3ni3HaBaHHI 00’e€kTiB. KpiM TOro, 00roBOPHOETHCS BaXIUBICTh
CHUMBOJIIYHOTO 3HAHHS BUCOKOTO PiBHS y mporueci Binoopy. BaxiuBicTe mi€i cuMBONIYHOI TinoTe3u MpPOJeMOHCTPOBAHO Ha HaOOpi eKcrepu-
MEHTIB 3 HaBuaHHs OaifeciBchKkol Mepexi Ta SVM, a Takox 3a JOIOMOTOI0 CTaTHCTHYHHUX NAaHHUX, OTPUMAHHX IIiJl 4Yac HABYAHHS CEIEKTOpa
anroput™y. ITokazaHo, mo s BUOGOPY e(heKTHBHOTO alrOpUTMY IIOTPIOHO OIiHIOBAaHHS, 3aleXKHE Bij 3aBmaHHs. [loka3aHO, III0 BHKOPHCTOBYIO-
YH CHMBOJIIYHI IepeBaru alrOpHUTMiB, TOYHICTH BHOOPY anroputMmy Moxe Oyt moiimmena Ha 10-15%, a skicTb cHUMBOJIIYHOI cerMeHTamii
MoXe OyTH IoKpameHa 10 5% y HNOpIBHSAHHI 3 HAWKPAIUM JOCTYHHHM alTOPUTMOM.

KurouoBi cjoBa: Bubip aJiroputMy, NPUAATHICTh aJITOPUTMY, KOMII IOTEpHHIT 3ip.
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